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ABSTRACT

Breakthroughs in distributed fiber optic sensing have enabled continuous recording of seismic and
temperature data, resulting in unparalleled spatial resolution and coverage at a more affordable cost in
remote areas. Electromagnetic data has proven to be useful in providing additional insight into
near-surface applications, however, distributed electromagnetic sensing systems are still in the prototype
stage. This thesis explores the attributes of a multi-physics optical fiber that records seismic waves and
magnetic fields simultaneously and its potential for application in selected near-surface problems.

Current applications of magnetic geophysical methods are discussed and used to inform potential uses
of the distributed magnetic sensing fiber, particularly for improved monitoring of seawater intrusion, mine
drainage, and lithium brines. Simulations of these potential groundwater application areas are explored
with a hypothetical survey design and computational simulation. Preliminary magnetic field sensitivity
requirements of the fiber are established based on simulation results.

Laboratory experiments to determine the fiber sensitivity to magnetic fields are performed in addition
to field tests that are used to discuss practical applications of the fiber in geophysical surveys. Additional
testing was performed to provide insight into the variation of the fiber signal over time. Studies are
conducted using a fiber with Bragg gratings as well as a fiber without Bragg gratings to guide future fiber
design and selection.

The magnetostrictive effect underlies the basic measurement principle of the proposed distributed
magnetic sensing. T'wo-dimensional and three-dimensional modeling of the magnetic fiber based on
micromagnetic dynamics and magnetostriction are explored in this thesis to improve the understanding of
the mechanisms causing a response in the fiber and ensure data can be reliably modeled, even in the face of
nonlinearity. Model sensitivity to source magnetic field amplitude, source frequency, environmental
temperature, initial conditions, and the Gilbert damping parameter is explored. Comparisons of model
amplitude spectra to laboratory-measured amplitude spectra along with model prediction of fiber

sensitivity offer insight into the reliability of the models.
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The forward modeling results of Figure 2.2 are shown in this image. The sensors are
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CHAPTER 1
INTRODUCTION

Distributed magnetic sensing (DMS) is a new technology involving the use of magnetic sensing and
distributed fiber optic sensing (DFOS) principles that can be applied in multiple contexts and that we aim
to apply to the field of hydrogeology. This chapter provides background information for the research into

DMS that is discussed in this thesis.
1.1 Applications of Magnetic Methods

Magnetic fields are produced by moving electric charges, permanent magnets, electromagnets, and
changing electric fields. Common examples of these sources include electric currents, refrigerator magnets,
generators, and antennae, respectively. One example of a magnetic field source in nature is the Earth. The
Earth produces a magnetic field via the movement of electric charges within the outer core, making it a
large electromagnet. This magnetic field can magnetize minerals that contain iron (such as magnetite)
during their formation period. As these magnetic minerals cool during formation, they maintain their
magnetization due to the Earth’s magnetic field - this phenomenon is called paleomagnetism.

Geophysical magnetic methods can map magnetized minerals by identifying anomalies from the
expected background field, which is Earth’s magnetic field. These anomalies can be detected in total
magnetic intensity (TMI) anomaly maps, as shown in Figure 1.1. In real applications, magnetic sensors can
be aerial or ground-based to produce TMI anomaly maps. Magnetic sensors are also used to detect changes
and anomalies in the Earth’s magnetic field. For more information on geophysical magnetic methods, refer
to Kaufman et al. (2009).

Magnetic methods in geophysics have traditionally been implemented to provide information for
geologic mapping of regions, guidance for mining, detection of buried metallic objects, mapping basement
structure for oil and gas exploration, understanding groundwater aquifer structure, and more (Nabighian
et al., 2005; Paterson & Reeves, 1985). These methods make use of Earth’s magnetic field, the magnetic
field produced by certain minerals, or magnetic fields from controlled sources to determine the magnetic
susceptibility x of subsurface materials. x is a material property that determines how much a material will
become magnetized when exposed to a magnetic field. Since x varies between materials, knowledge of this
property can aid in determining rock type. x is defined as the ratio of magnetization M to applied

magnetic field H (Cullity & Graham, 2009),

x=M/H. (1.1)
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Figure 1.1 This figure shows what a magnetic anomaly looks like in aerial data captured 10 m above the
surface due to a spherical block of a magnetic mineral in the subsurface. The block is centered at x = 0 m
and y = 0 m with a radius of 15 m and a depth of 50 m (top). The simulated data created using SImnPEG
is shown in the bottom image (Cockett et al., 2015).



In environmental applications, alternating current (AC) magnetic susceptibility x a¢ is typically used
rather than direct current (DC) magnetic susceptibility xpc, which is the more traditionally used
measurement in geophysics. Alternating magnetic fields are used to determine x oc, whereas constant
magnetic fields are used to determine x pc. The measurement of x ac provides certain advantages over the
measurement of xpc (Topping & Blundell, 2018). Additionally, x ac is effective in the detection of
fine-grained magnetic molecules in samples (Kodama, 2010) and is well-suited for applications to water
(Gutiérrez-Mejia & Ruiz-Sudrez, 2012).

Magnetic susceptibility methods as a proxy for environmental pollution levels is a relatively newer
application of the geophysical property. The application of magnetic susceptibility to environmental
problems has been developing for the past ~25 years, with its main application in soil pollution, e.g.
Bityukova et al. (1999); Kruglov & Menshov (2017); Petrovsky et al. (2000). The typical methods for
determining soil x 4¢ involve the use of instruments such as the Kappabridge MFK2 and Bartington MS2,
e.g. Ji et al. (2023); Kanu (2014); Kruglov et al. (2022); Schmidt et al. (2005). These instruments apply an
alternating magnetic field to a sample and measure the induced magnetic moment, allowing calculation of
xac (Thompson & Oldfield, 1986). In a recent application to groundwater, AC methods were used to
measure x a¢ of saline water samples in the lab (Kumar et al., 2022; Rana et al., 2021).

In Magiera et al. (2018), it was demonstrated that soil y ac has a high correlation with total iron
content surrounding the Bjgrnevatn iron mine in Norway and a statistically significant positive correlation
with potentially toxic elements (PTEs) such as Ni, Cu, Cr, Se, Co, As, Zn, and Cd surrounding an Ni-Cu
smelter in Nikel, Russia. In another study, xac was shown to be an effective tool for determining
concentrations of Zn, Pb, Fe, Cr, Ni, Cu, and the overall pollution load index (PLI) due to industrial
activities and heavy traffic in Denizli, Turkey (Oudeika et al., 2020). Additionally, y 4c has been shown to
correlate with PTE concentrations within mine tailings (e.g. Pb and As) in the Tlalpujahua and El Oro
Mining Districts in Mexico (Morales et al., 2016). Correlation of x 4 with certain metal concentrations
within copper mine tailings (e.g. Cr, Fe, Ni, and Cu) was demonstrated in the Atacama Desert, located in
Antofagasta Region, Chile (Lam et al., 2020).

Applications of magnetic susceptibility methods to groundwater studies are relatively new, with only a
few recent studies on the topic of seawater intrusion. However, x a4c of water is measurable and changes
based on the concentration of NaCl in the water (Gutiérrez-Mejia & Ruiz-Sudrez, 2012). When applied to
groundwater samples, bulk x 4c has been shown to have a linear relationship with salinity (Rana et al.,
2021), demonstrating its potential utility in application to saltwater intrusion problems. In Rana et al.
(2021), it was also shown that the water samples taken near Digha, in Contai Subdivision, Purba

Medinipur District, West Bengal, India indicated decreasing salinity from bulk y 4¢ analysis in wells



further from the ocean which was also in agreement with conductivity analysis performed on the samples.
Another study in the coastal regions of Digha, Shankarpur, Tazpur, and Mandarmani (DSTM) in the East
Medinipur District, West Bengal, India, demonstrated that x 4c measurements have an inverse relation
with salinity, conductivity, total dissolved solids (TDS), C1~ ion concentration, seawater mixing index
(SMI), and isotopes (62H and 6*¥0). These were shown to be an effective proxy to delineate seawater
intruded zones (Kumar et al., 2022).

While the previous applications of magnetic susceptibility methods to groundwater studies have been
limited to seawater intrusion problems, properties of contaminated soils suggest there is a possibility to
utilize x ac for monitoring PTE groundwater concentrations in mining and urban environments. This idea
is further supported by the finding that an inverse relationship exists between yac and TDS (Kumar et al.,
2022). Additionally, it has been shown that iron ions change x a¢ of water when exposed to intensive
magnetic fields (Orlyuk et al., 2022). It is known that certain PTEs (e.g. Cd, Zn, Cu, and Pb) can leach
into groundwater from the soil given the right soil conditions (Wang et al., 2024). Suppose these ions are
detectable in groundwater via magnetic susceptibility methods as they are in soils. In this case, the
detection of mobile heavy metals may be another application of magnetic susceptibility in hydrogeology.

Current magnetic sensors used in geophysics range in sensitivity based on their design. Typical
low-cost, miniaturized, and lightweight sensors that are used for collecting airborne magnetic data have
sensitivities ranging from 0.1 nT to 100 nT. The most sensitive detectors are superconducting quantum
interface devices (SQUID), which have sensitivities of about 2 x 107> nT for a bandwidth of 10 Hz
(Accomando & Florio, 2024). The Kappabridge MFK2, discussed earlier in this section, can sense magnetic
susceptibilities down to 2 x 10~% (SI), this sensitivity is defined on its webpage. These typical sensitivities

are important considerations when determining the sensitivity requirements of the DMS fiber.
1.2 Distributed Fiber Optic Sensing

Distributed fiber optic sensing (DFOS) is a collection of geophysical sensing methods that are capable
of continuous monitoring over a length of optical fiber (Hartog, 2018). Three major advantages of DFOS
compared to traditional geophysical surveys include increased sensor density, the ability to perform
continuous monitoring with a deployed fiber, and ease of long-term deployment compared to other survey
methods (Hartog, 2018). These advantages present a compelling reason to further develop fiber to be
compatible with other imaging methods, such as magnetics.

One example application of DFOS is distributed acoustic sensing (DAS), which is the use of fiber to
sense acoustic waves in the subsurface. Setting up DAS surveys typically involves connecting an optical

fiber to an interrogator - a box that converts the fiber signal to strain or strain rate - then laying the fiber



out along the desired survey line (e.g. shallow trench, borehole, etc.). During surveys, acoustic waves travel
from a source (e.g. vibration trucks, earthquakes, borehole drilling, etc...) to the fiber. When the acoustic
wave reaches the fiber, the fiber is stretched parallel to the direction of travel of the wave (P-wave) or
perpendicular to the wave travel direction (S-wave). The stretch in the lengthwise direction of the fiber
changes the distance the light must travel in the fiber before it is scattered back to the interrogator,

creating a signal in the interrogator.

Magnetostrictive materials Single-mode fiber
(Nickel, Iron, Metglas etc.)

Fiber Bragg grating

Fiber cladding

Figure 1.2 A schematic illustration of the distributed acoustic and magnetic sensing fiber is shown in this
image. This illustration shows a fiber with two rods of magnetostrictive material, however, other fiber
configurations have been created and tested (Hileman et al., 2022).

The interrogator in DAS applications uses fiber optic principles to image sources that cause a
lengthwise strain on the fiber. DAS measures the phase shift of light by sending pulses of light down the
length of a fiber-optic cable, which are scattered back to the interrogator at imperfections in the glass or at
Bragg gratings within the fiber (which increase the amount of light sent back to the interrogator), then
uses an interferometer inside the interrogator to measure the light phase shift over a specified length of
fiber called the gauge length (Hartog, 2018). From the phase shift, strain can be calculated using a linear
relationship based on the materials used in the fiber.

DAS fibers can be installed in vertical or horizontal boreholes to perform seismic monitoring. In
horizontal borehole deployments, surveys have been performed with and without cemented borehole
casings, with at least one experimental test suggesting that borehole casings are not necessary for seismic
monitoring surveys with DAS (Follett et al., 2016). The application of horizontal directional drilling

(HDD) in electrical and telecommunications industries targeting the top three meters of the subsurface has



seen growth in recent years, suggesting future possibilities for low-cost HDD (Allouche et al., 2000; Yan

et al., 2018). Ongoing efforts to improve HDD and reduce the costs and risks of this type of drilling are a
current topic of research (Krechowicz, 2020; Rakshith et al., 2023). Application of DAS in shallow
geothermal heat pumps (8 m depth and 63 m length) has also been implemented, pointing to the feasibility
of long, shallow horizontal boreholes (Mohammadzadeh Bina et al., 2020).

The goal of our work is to understand and use a DFOS magnetic field measurement method.
Distributed magnetic sensing (DMS) is a novel technology that combines the existing capability of DAS
with novel fiber-optic cables that respond to magnetic fields (Dejneka et al., 2024; Hileman et al., 2022).
This is accomplished through coupling a fiber-optic cable to a magnetostrictive material (i.e. a material
that experiences a strain when exposed to external magnetic fields), illustrated in Figure 1.2. When the
magnetostrictive material expands or contracts, illustrated in Figure 1.3, a strain is induced in the
fiber-optic cable, and that strain on the cable can then be measured using DAS measurement principles,
e.g. Bao & Chen (2012) and Martin et al. (2021). The fiber-optic magnetic sensing design that we focus on
in this paper is described along with initial laboratory tests in Hileman et al. (2022). In addition to
responding to magnetostriction-induced strain, the measurements also respond to other sources of strain,
e.g. temperature-related expansion or contraction (Ukil et al., 2012) and mechanical strains (Shang et al.,
2022), so quantitative modeling of these new fiber-optic material responses is critical to data analysis and

interpretation.
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Figure 1.3 This image illustrates a change in length Al of a magnetostrictive material due to an external
magnetic field. Al can represent an increase or decrease in length depending on material properties (image
adapted from Pérez-Aparicio & Sosa 2004).



1.3 Ferromagnetism and Magnetostriction

Ferromagnetism is a phenomenon where a material is broken up into domains of magnetization within
the material (Cullity & Graham, 2009). Domains are regions in the material wherein all the atoms have
magnetic moments pointing in the same direction. Because the material is broken up in this way, all
domains have magnetization magnitudes of the saturation magnetization value M, which is a material
property. When all domains point in the same direction, the bulk material is considered saturated and has
a magnetization of M.

Magnetostriction is the strain induced in a ferromagnetic material (e.g. iron, nickel, cobalt) by an
effective magnetic field, Hc s, which includes the applied magnetic field and fields generated within the
material (Cullity & Graham, 2009). When a ferromagnetic material is in an ideal demagnetized state (i.e.
all magnetic domain magnetization directions cancel each other out), the material exhibits a net zero
external magnetic field. When an external magnetic field H is applied to the material, the domain
magnetic moments M experience a torque per volume which aligns the overall magnetic moment of the
material in the direction of H if ||H]|| is large enough to saturate the material. The Landau-Lifshitz-Gilbert

(LLG) equation,
dM . o dM

describes the dynamics of the total magnetic moment of a ferromagnetic material (Gilbert, 2004; Wieser,

2015), accounting for damping of the domain motion. Figure 1.4, demonstrates this magnetization process.

In Equation 1.2, the constant v* = (1 + o2), with v = 52—, where e and m are the charge and mass of the
electron, ¢ is the speed of light, and g is the spectroscopic splitting factor (g = 2 for electron spin); and the
damping term o = A/yM, where X is an adjustable damping parameter. Note that M = ||M|| in

Equation 1.2.

In materials that exhibit magnetostriction, the cubic crystal structure is not perfectly cubic (e.g.
slightly tetragonal or rhombohedral) so the material undergoes a change in length Al, and a subsequent
strain A\; = Al/l, when the domains are reoriented. The strain experienced by a material with an
anisotropic cubic crystal structure when magnetized from the ideal demagnetized state to saturation in the

direction defined by the direction cosines aq, ag, and ag (representing a normalized 3D vector) and

measured in the direction defined by the direction cosines (51,82, and (3 relative to the crystal axes is

3 1
As = 5)‘100 (afﬁf + 035 + a3 — 3) + 3111 (raef1 B2 + azazfe Bz + azaif3f), (1.3)



where Ajoo and 11 are the saturation magnetostrictions in the [100] and [111] crystal directions (Cullity

& Graham, 2009). Assuming the magnetostriction of the material is isotropic simplifies Equation 1.3 to

3 1
Xo = 5)\5 <0052 60— 3> , (1.4)
where A is the isotropic saturation magnetostriction and 6 is the angle between the measurement direction

and the saturated direction. While magnetostriction is typically not isotropic in materials, approximating

the response as isotropic works well for materials with anisotropic magnetostrictions close in value. For

example, nickel has saturation magnetostriction values A9 = —46 ppm, A111 = —24 ppm, and
As = —34 ppm (Hileman et al., 2022) - the negative sign indicates a decrease in length in the direction of
magnetization.
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Figure 1.4 The domains within a ferromagnetic material are sections of magnetic saturation M, with
magnetization vectors oriented in different directions. The net magnetic field outside the material due to
the internal magnetic moments is zero when not magnetized by an external magnetic field (left). When a

magnetic field H is applied to the material, the magnetic dipoles align in the direction of the external field,
causing a change in length Al (right).

Computational modeling of the DMS fiber response to alternating external magnetic fields has not been
performed prior to this work. It is valuable to fill this gap to provide an understanding of the mechanism
behind the fiber response, survey design capabilities, signal separation tools, and geophysical inversion of
data. There are multiple open-source software for modeling micromagnetic systems that implement
different numerical methods to solve for the dynamics of the magnetic moments within materials (Abert,
2019). For the three-dimensional model, we make use of Ubermag (Beg et al., 2022), which allows the
micromagnetic modeling algorithm from the software OOMMF (Donahue, 1999) to be implemented in
Python (Van Rossum & Drake, 2009). With OOMMEF, it is possible to run simulations of micromagnetic

responses to alternating and static magnetic fields using finite element methods. Including magnetostriction



calculations in the simulations, the program can solve for the approximate DMS fiber response.
1.4 DMS Application Background

We explore three potential application areas of the DMS fiber in this paper. This section provides an
overview of three possible applications: seawater intrusion, mine drainage into groundwater, and lithium
brine mining.

1.4.1 Seawater Intrusion

Seawater intrusion is one of the main threats to freshwater resources in coastal areas around the world,

especially in arid regions where groundwater pumping rates are higher than the natural recharge rates

(Cao et al., 2021; Hussain et al., 2019). The interface between seawater and freshwater is given by the

Ghyben—-Herzberg relation under hydrostatic conditions,

i= Py (1.5)
Ps — Pf

where p, is the density of seawater, py is the density of freshwater, z is the depth of the interface below
seawater level, and h is the height of the freshwater table above mean sea level (Anderson et al., 2015). In
real applications, mixing occurs between the seawater and freshwater at the interface, creating a transition
zone rather than a sharp interface, as illustrated in Figure 1.5. Seawater intrusion occurs when the

interface migrates inland due to high groundwater pumping rates or other aquifer stressors.
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Figure 1.5 This illustration shows a typical saltwater-freshwater interface in seawater intrusion. The
transition zone is a mix of saltwater and freshwater (adapted from Costall et al. 2020).

Monitoring methods of seawater intrusion rely on wells for chemistry and water level information, which
is required for the development of groundwater models (Costall et al., 2020). Geophysical methods such as

electrical conductivity /resistivity, seismic, and transient electromagnetics (TEM) have been applied to



assist in monitoring seawater intrusion (Ez-zaouy et al., 2023; Hasan et al., 2020; Tarallo et al., 2023).
Magnetic susceptibility methods have only recently been applied to monitor seawater intrusion with some
success (Kumar et al., 2022; Rana et al., 2021). A method with higher spatial resolution and the ability to

perform time-lapse monitoring would improve monitoring capability.
1.4.2 Mine Drainage

Mine drainage is characterized by high concentrations of SO?{, metals, and metalloids. Metals that are
typically produced in mine drainage include Fe?T and Cu?* among others. Sources of mine drainage
include old mine workings from abandoned mines and mine waste deposits. Groundwater pollution caused
by mine drainage from these sources poses environmental concern worldwide (Tomiyama & Igarashi, 2022).
In the United States, limits on groundwater concentrations of certain metals are imposed by the United
States Environmental Protection Agency (EPA).

Monitoring of mine drainage in groundwater requires analysis of the chemical composition and
concentration of organic and inorganic constituents within groundwater samples (Skousen & Jacobs, 2014).
If a contaminant concentration is higher than acceptable limits, all potential sources contributing to the
pollution have to be identified. Electromagnetic and electrical resistivity geophysical methods have been
used to help in the identification of mine drainage sources (Moreira et al., 2020; Power & Almpanis, 2022).
A geophysical method that is easier to set up and provides higher spatial resolution than those currently

implemented would be valuable in mine drainage monitoring.
1.4.3 Lithium Brine Mining

Lithium demand has increased greatly in recent years, largely due to the increased production of
lithium-ion batteries (Tabelin et al., 2021). Projections indicate that demand for lithium in 2040 will be up
to eight times the production amounts of 2023 (Maisel et al., 2023). Much of the world’s lithium comes
from the South American “Lithium Triangle”, with reports in 2021 indicating 56 percent of the world’s
potential lithium resources are located in Argentina, Bolivia, and Chile (Fornillo & Lampis, 2023). The
high altitude of the lithium resources in these regions promotes evaporation, leading to high lithium
concentrations in brines. Examples include Salar de Olaroz and Salar del Hombre Muerto in Argentina
which contain 620-690 mg/L of Lit while the concentration in Salar de Atacama of Chile is ~1500 mg/L
(Tabelin et al., 2021). The U.S. also has approximately 20 lithium mine sites with past production greater
than 15,000 metric tons (Karl et al., 2019).

The mining process for lithium brines involves drilling boreholes into the aquifer and pumping the brine

into evaporation pools on the surface. Selected recovery of Lit is achieved after the brine has been purified
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of other ions such as Na®*, K* Ca?T and Mg?*(Tabelin et al., 2021). Brine characterization methods
involve surface water sampling, digging shallow pits, and geophysical methods (Cabello, 2021). Some
geophysical methods that have been shown to be effective in brine exploration and monitoring include
magnetotellurics, electrical resistivity tomography, and gravity surveys (Curcio et al., 2024). Magnetic

methods have not been applied to lithium brine characterization or monitoring in the literature.
1.5 Laboratory Experiment Background

Laboratory experiments are described in this thesis to determine current DMS functionality.
Experiments were performed by sending alternating current through a solenoid to produce an alternating
magnetic field, causing magnetostriction to occur in the fiber. Solenoids are coils of wire, Figure 3.1, that
produce magnetic fields when current is sent through them. The magnetic field within a solenoid follows
the equation

_ poNI

B
L

(1.6)

where pg is the permeability of free space, N is the number of turns in the solenoid (= 450 in our
experiments), I is the current, and L is the length of the solenoid (Cullity & Graham, 2009). Outside of
the solenoid, the magnetic field is theoretically zero; however, in practice it is non-zero, but is still orders of
magnitude smaller than the magnetic field at the center of the solenoid. When an AC current is applied to
a solenoid, the power depends on impedance. Since the impedance of a solenoid is proportional to the
signal frequency, a current amplifier was required to produce a strong enough magnetic field for the fiber to

sense at different frequencies.
1.6 Field Experiment Background

Field experiments are described in this thesis, which use transient electromagnetics (TEM) as a
magnetic field source for the fiber to respond to. TEM is a geophysical method where a single transmitter
loop is set up in a large square (typically 40m x 40m or 20m x 20m for the ABEM WalkTEM) and a
smaller receiver loop (0.5m x 0.5m with 20 internal turns for the ABEM WalkTEM) is placed in the center
of the transmitter loop. Our goal was to determine if the fiber responds to a typical geophysical method as
a source. Current pulses are sent through the large loop to produce a magnetic field which is sent into the
subsurface. The magnetic field then produces a weaker current in the subsurface with a larger area in the
opposite direction of the current of the transmitter loop. The generated subsurface current loop then
produces another current loop below that loop which is weaker, in the opposite direction, and of larger
area. This current induction continues until the magnetic field is of negligible value in the subsurface to

produce any significant current. The current from the transmitter is then switched off and the decay of the
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magnetic field produced by the current in the subsurface is measured by the TEM receiver. When inverted,

the decay time is used to calculate resistivity (Kirsch, 2006).
1.7 DMotivation and Thesis Layout

The motivation behind this thesis is to provide an understanding of the physical mechanisms of DMS
and understand the potential of the new technology for applications in hydrogeology.

Chapter two discusses the applications of DMS to selected problems in hydrogeology. In particular, the
application of DMS for monitoring seawater intrusion, mine drainage, and lithium brine monitoring. The
layout of the potential survey is discussed and a simulation is provided as preliminary proof of concept,
providing an initial indication that the method could be viable. However, further testing will be required
for comprehensive validation of the proposed approaches.

Chapter three discusses lab and field experiments used to determine the magnetic field sensitivity of the
DMS method and its potential application with a current geophysical source. The lab experiments were
performed on a fiber without Bragg gratings, using a standard DAS interrogator to determine differences in
sensitivity from the Bragg grating method used by Hileman et al. (2022) and Dejneka et al. (2024).

In chapter four, computational modeling of DMS is discussed as a method of understanding the
physical mechanism of DMS. Two-dimensional and three-dimensional models of the ferromagnetic material
are utilized to bolster the knowledge of the DMS fiber.

In the final chapter, conclusions and future research avenues are discussed.
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CHAPTER 2
FEASIBILITY OF DMS FOR HYDROGEOLOGIC PROBLEMS

Current environmental magnetic susceptibility methods involve taking samples at single points, limiting
the spatial coverage of surveys. Using DMS to monitor salt and PTE concentrations in these cases could
allow for higher spatial coverage and resolution than current methods as well as continuous coverage over
time or time-lapse studies. This chapter covers potential applications of DMS and simulations of the
applications. The code used for these simulations is provided in Appendix A. An updated version of the

modeling discussed in this chapter is provided in Appendix E.
2.1 Groundwater Solution Monitoring Methods

The DMS fiber has never been applied before, creating a necessity for application design and

simulation. In this section, potential applications and feasibility evaluations are discussed.

2.1.1 Design of Application

Magnetic s—

Field Interrogator

g
—

Depth

Figure 2.1 This figure shows a simple model of an application of the DMS fiber, wherein the DMS fiber is
buried within the borehole and a magnetic field is applied to the whole block model. The unsaturated zone
is yellow and the saturated zone is blue in this image.

Potential applications include horizontal time-lapse monitoring of seawater intrusion, mine drainage,
and lithium brines. Consider a simple scenario in which a horizontal fiber is installed in a slim borehole

that is allowed to collapse back on itself (so the fiber is embedded in the soil), then a constant magnetic
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field is applied throughout the entire volume of interest, illustrated in Figure 2.1. Advances in drilling such
slim, horizontal boreholes have made these more affordable than in the past, as discussed in section 1.2. If
there is a horizontal change in y 4¢ of the water, it would be possible to capture it using this method.
Changes in the water solution such as a change in salinity, TDS, C1~ concentration, or isotope
concentration have been shown to cause such changes in xac (Kumar et al., 2022). We hypothesize that to
most effectively monitor these changes, the horizontal borehole should be placed along the profile where
the water solution gradient is the steepest. This would allow the DMS fiber to capture the largest

differences in x 4c and have the clearest signal to capture changes in the water solution.

2.1.2 Simulation
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Figure 2.2 This illustration shows a simple subsurface model slice at y = 0 m that was created for magnetic
simulation forward modeling of a simple seawater intrusion boundary. There are two blocks of different x
values (purple and green) representative of water with different solutes. These blocks are placed below five
meters to represent a water table with dry soil on top (yellow layer).

Simulations were performed using the SimPEG magnetics module (Cockett et al., 2015). In these
simulations, a three-dimensional subsurface model of magnetic susceptibility is defined with a specified
uniform magnetic field direction. The two-dimensional total magnetic intensity (TMI) anomaly data is
computed using forward modeling of the subsurface model and specified sensor locations. This study
focuses on changes in the expected data due to model changes, but further analysis could be carried out on
the sensitivity of inversions of these data.

There are a few limitations of the SImPEG simulation package. Future modifications of the software

could enable more realistic simulations. These simulations are not capable of applying an alternating
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magnetic field to the subsurface. This means that the model uses values of x pc, however, some
experimentally determined water x a4 values are used for model setup. The applied magnetic field also
must be applied to the whole subsurface model, not just inside the borehole, which would have to be the
limit of application with available magnetic field sources (Appendix D provides a potential solution to this
issue). Finally, multiple sensor lines were added to the model since the inversion package expects
two-dimensional sensor arrays. Due to these limitations, the simulations are not used as a comprehensive
proof of concept, but rather to indicate the potential viability of such surveys and a motivation for future
simulations to more accurately design such surveys. These simulations may also be useful in providing

support for improving the ability of DMS fiber sensing interrogators to measure DC magnetic responses.
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Figure 2.3 The forward modeling results of Figure 2.2 are shown in this image. The sensors are ten meters
deep and are placed two meters apart to model the Bragg grating spacing of the DMS fiber. This image is
a two-dimensional slice at the sensor depth of 10 m. There is a clear shift of 17 nT in the value of the TMI
anomaly visible at the interface between the saltwater and freshwater.

In these simulations, a simple model with two blocks of different magnetic susceptibility was created
with an upper interface five meters below the surface to simulate a water boundary with different solutes in
the water on either side of the vertical boundary. Three lines of sensors were used with sensors placed two

meters apart in each line to simulate the channel spacing of the Bragg grating fiber. The sensors were
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placed below the water table, at the water table, and above the water table in the simulations. The
horizontal location of the boundary was also changed to determine the system sensitivity to the location of
the change in the water solutes. The magnetic field was applied along the length of the sensor lines with a
magnitude of 560 pT, which is a magnetic field strength that can be produced by common magnetic field
sources. The simulation subsurface setup is illustrated in Figure 2.2. For all simulations, the yellow block

was assigned Y01 = 1 x 107°, a typical value for paramagnetic soils (Shirzaditabar & Heck, 2021).
2.2 Seawater Intrusion Modeling

SImPEG was used to create models of seawater intrusion. Two models, one simple and one more
realistic, are modeled and discussed in this section. The simulations in this section only consider salinity to

have an effect on xpc.

2.2.1 Simple Model
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Figure 2.4 The profiles at y = 0 m of the forward modeled TMI anomaly data slice at the sensor depth,
with sensors at different depths are shown in this illustration. For these models, the boundary between the
saltwater and freshwater blocks was placed at x = 0 m. The water table is at a depth of 5 m. We see this
reflected in the simulations as the boundary resolution improves greatly when the sensors are placed below
the water table at a depth of 7.5 m and deeper.

In the seawater intrusion simulation, the seawater is the purple block in Figure 2.2 with
Xseawater = —6.5 x 107° (50 ppt salinity) and the freshwater is the teal block with X frespwater = —3 x 107°
(Rana et al., 2021). Note that water has a negative magnetic susceptibility, indicative of its diamagnetic

nature which can change based on magnetic field frequency (Gutiérrez-Mejia & Ruiz-Sudrez, 2012). The
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forward modeled TMI anomaly data with the sensors at a depth of ten meters is shown in Figure 2.3.
There is a clear change in the value of the TMI anomaly seen in the resulting data at the boundary
location of x = 0 m, indicating the potential for this conceptual survey design to resolve
saltwater-freshwater boundaries with high resolution enabled by fiber sensing.

The depth of the survey line was changed to determine the optimal sensor placement for the delineation
of the saltwater-freshwater boundary. The TMI anomaly value was extracted from the results at y = 0 m
and plotted at its corresponding x location in Figure 2.4. The largest change in the delineation ability is
apparent from 5 m depth to 7.5 m depth, or just above the water table to just below it. For improved
boundary delineation, the dense sensor line should be installed below the water table.

The boundary location was adjusted to values ranging from x = -40 m to x = 40 m to assess its impact
on the data. Considering a 10 m sensor depth, the contour values for TMI anomaly were extracted along
y = 0 m and plotted against x in Figure 2.5. The boundary locations in the profiles are indicated by
magnetic field differences ranging from 17 nT to 19 nT. From the modeling output, there is no apparent
difference in boundary delineation ability based on the horizontal location of the saltwater-freshwater
boundary. This result suggests that a dense magnetic sensing array would be able to delineate

saltwater-freshwater boundaries at any location along the array.
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Figure 2.5 The profiles at y = 0 m and z = -10 m of the forward modeled TMI anomaly data with different
saltwater-freshwater boundary locations are shown in this illustration. The sudden changes in TMI
anomaly are at the same x locations as the boundary. This illustration shows that the forward-modeled
data accurately represents the boundary location at any point along the profile.
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2.2.2 Gradient Model
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Figure 2.6 This illustration shows the subsurface model slice at y = 0 m that was created for magnetic
simulation forward modeling of the gradient seawater intrusion model. The saltwater is on the left with a
gradient in y towards the freshwater. The y values from left to right are Yseqwater = —6.5 X 1072,

X1 = —9X 10_5, X2 = —4 X 10_5, and X freshwater = -3 x107°.

A more realistic model of seawater intrusion, shown in Figure 2.6, was created to assess the
applicability of the fiber in a more realistic case of seawater intrusion. In reality, there is mixing at the
interface between seawater and freshwater, creating a gradient of salinity. Additionally, the seawater does
not travel through the subsurface as a block but rather travels along the bottom of the aquifer in more of a
triangular shape as freshwater is pumped out of the system (Costall et al., 2020).

In the subsurface model in Figure 2.6, the values of magnetic susceptibility are Yseawater = —6.5 x 1073
(50 ppt salinity) and X freshwater = —3 X 107°. The mixed values are x; = —5 x 107 (25 ppt salinity) and
X2 = —4 x 1075 (10 ppt salinity) to simulate a gradient. The resulting forward modeled data with the
sensors at 10 m depth is shown in Figure 2.7. In the forward modeled data, the salinity changes in the
water are visible as changes in the TMI anomaly value. The changes are not as abrupt as seen in the
simple model results in Figure 2.3, however, the changes in TMI anomaly value coincide with changes in x
at 10 m depth.

The effect of changing the depth of the sensors on the forward modeled data is of interest, as performed
for the simple model in Figure 2.4, particularly because of the vertical heterogeneity of the complex model.
The TMI anomaly values along the x profile at y = 0 m for sensor depths of 10 m, 25 m, 50 m, and 75 m

are shown in Figure 2.8. The changes in x are visible in this figure as distinct dips in TMI anomaly ranging
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from 3 nT to 6 nT in magnitude. The 25 m and 50 m profiles show three of these dips, reflecting the three
shifts in x along those profiles. These dips are visible at -32 m, -24 m, and -2 m for the 25 m profile and
-10 m, 2 m, and 22 m for the 50 m profile. The first boundary at x = -48 m can be seen in the 10 m data,
but not as well since there is only one data point in the saltwater that extends from x = -50 m to

x = -48 m. Only two dips in TMI anomaly can be seen in the 75 m profile at x = 20 m and x = 30 m
because there are only two changes in y along this profile.

In real applications, gradients are smoother than the discretized zones created in the model. Gradient
smoothness may introduce some challenges in data interpretation which have not been captured with this
modeling, however, the modeling has shown that changes in salinity can be captured with a distributed
source DC survey that has densely spaced sensors mimicking the DMS fiber. The sensors should be placed
deep enough to capture the gradient changes of interest. If the sensors are placed too shallow, they will not
capture the contaminant plume front fully. However, groundwater modeling could be used in conjunction
with this sensor array to calculate the plume front location at deeper locations than observed by the fiber

(Costall et al., 2020).
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Figure 2.7 The forward modeling results of Figure 2.6 are shown in this image. The sensors are ten meters
deep and are placed two meters apart to model the Bragg grating spacing of the DMS fiber. This image is
a two-dimensional slice at the sensor depth of 10 m. There are two major shifts visible in this data along
the x-axis that coincide with changes in x at a depth of 10 m.

19



Model profile comparisonaty = 0m
22.51 — sensor depth (m)

—— 10

~— 25

—— 50

20.0 L —

TMI anomaly value (nT)
= = = =

N 9 N U

(9] [ w o w

2
o

N
(8]

x (m)

Figure 2.8 The profiles at y = 0 m and of the forward modeled TMI anomaly data slice at the sensor
depth, with sensors at different depths of the model in Figure 2.6 are shown in this illustration. Shifts that
are relatively large in the TMI anomaly data compared to the gradual slopes of the data are indicative of x
boundaries.

2.3 Mine Drainage Modeling

Mine drainage, such as metal leaching from tailings dams or other sources, can spread from the source
to other areas via groundwater transport. In the case of a tailings dam, a contaminant plume spreads from
the surface location of the dam downward and in the direction of groundwater flow (Lima et al., 2024). To
model the monitoring of iron leaching from a tailings dam with a DMS fiber, we initially used the simple
model in Figure 2.2 with the y values experimentally recorded in Orlyuk et al. (2022) for tap water,

YXwater = —1.65 x 107°, and magnetized tap water, Xmag = —1.575 x 10~°, which is characterized by
increased total iron content. However, these y values are too similar to determine where the magnetic
susceptibility changes in the forward modeled data, shown in Figure 2.9. This could be due to a low
concentration of iron ions in the magnetized tap water, but we do not know because the iron concentration
was not reported in this study. For this reason, the magnetic susceptibility of a solution of iron and water

was calculated using a theoretical relationship,
x5 = —9.0 x 1076 + ¢C\ot /T, (2.1)

where c is concentration in mol/m? and T is temperature (Coey et al., 2007). Note that this equation

assumes X freshwater = —9.0 X 1076, C,,01 is the Curie constant, given by

Crnot = 1571 x 107%p2 ¢, (2.2)
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where p.ys is the effective Bohr magneton number. For our application with iron as the solute, we used

Fe?*, with p2,, = 24 and T = 295 K (Coey et al., 2007).

TMI Anomaly
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Figure 2.9 The forward modeling results with iron as a solute with y values based on Orlyuk et al. (2022)
are shown in this image. The sensors are ten meters deep and are placed two meters apart to model the
Bragg grating spacing of the DMS fiber. This image is a two-dimensional slice at the sensor depth of 10 m.
There is a slight change in TMI anomaly at the boundary between the freshwater and iron water at

x = 0 m, but it is not as obvious as seen in the seawater intrusion model.

Using the simple geometry of the model in Figure 2.2, the purple block on the left was set to
X freshwater = —9.0 X 107% and the teal block on the right was calculated for a given concentration using
Equation 2.1. The sensor depth was set to 10 m. Forward models were created for concentrations from
0 mg/L to 1000 mg/L and the TMI anomaly values along the profile y = 0 m were plotted in Figure 2.10.
The 0 mg/L, 1 mg/L, and 10 mg/L lines overlap each other, suggesting they are indiscernible from one
another. Therefore, the resulting TMI anomaly profiles suggest that Fe?T concentrations of at least
~100 mg/L are discernible from freshwater.

The limit on iron concentrations in freshwater set by the EPA is 0.3 mg/L. Unfortunately, this sensor
array would be unable to detect iron concentration at that order of magnitude based on these simulations.
However, it may be suitable for monitoring previously identified areas of concern with high iron

concentrations, such as iron mine regions (Affandi et al., 2018; Razowska, 2001). Other ions explored in
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Coey et al. (2007) (Ti3*, V2 V3t Cu?t, Ni2t Cr3t, Co?t, Mn?t, Mn?*, and Fe3*) have similar or

soln

lower values of x*°*™. Further studies could investigate the trade-off between the concentrations of these

other ions and the potential to detect them using a similar study design.
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Figure 2.10 The profiles at y = 0 m and z = -10 m of the forward modeled TMI anomaly data with sensors
at a depth of 10 m in the model shown in Figure 2.2 are shown in this illustration. The profiles shown are
for different concentrations of Fe?T in the right block with freshwater in the left block. The 0 mg/L,

1 mg/L, and 10 mg/L lines overlap nearly completely.

2.4 Lithium Brine Modeling

Lithium brines that are used for economic purposes contain high concentrations of LiT, reaching up to
1500 mg/L of Li* in the “Lithium Triangle” (Tabelin et al., 2021). Lithium is a paramagnetic material
with a nuclear spin of 3/2 for “Li, the most common isotope (Kondev et al., 2021). Using the spin value of
S =3/2 and pgff = 15, the x value of a Li™ solution in water, xr1;, can be calculated using Equations 2.1
and 2.2.

To determine the ability of the survey setup to detect a shift from freshwater to lithium brine, the

model in Figure 2.2 was used with the left, purple block set to freshwater magnetic susceptibility,
X freshwater = —9.0 X 109, and the right, teal block set to the calculated value of xr;. The sensor depth
was set to 10 m. Forward models were created for concentrations from 0 mg/L to 1500 mg/L and the TMI
anomaly values along the profile y = 0 m were plotted in Figure 2.11.

There is a clear change in TMI anomaly at the boundary between freshwater and lithium solution for

LiT concentrations in the economically viable range in Figure 2.11. Additionally, the difference in TMI
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anomaly value between the freshwater and lithium solution increases from 1 nT to 9 nT with increasing
LiT concentration from 100 mg/L to 1500 mg/L. These results suggest that this survey design could be
useful in monitoring lithium brine mining, provided the sensors are sensitive enough to detect magnetic

field changes on the order of 1 nT and larger.
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Figure 2.11 The profiles at y = 0 m and z = -10 m of the forward modeled TMI anomaly data with sensors
at a depth of 10 m in the model shown in Figure 2.2 are shown in this illustration. The profiles shown are
for different concentrations of Lit in the right block with freshwater in the left block.

2.5 Model Limitations

The modeling performed in this chapter is limited by a few factors that should be highlighted and
addressed in future modeling efforts if the question of the feasibility of DMS in the application areas
mentioned is to be answered appropriately.

For one, this modeling assumed concentrations of single ions in the water; however, it is important to
note that groundwater in reality contains other analytes and isotopes that can change magnetic
susceptibility (Kumar et al., 2022). The effect of mixing additional ions in the water solution could be
accounted for by using Equation 2.1 to calculate the change in x*°™ due to each ion. For each ion, an
additional ¢Ch,o1/T term could be added (paramagnetic ions) or subtracted (diamagnetic ions) to

soln - assuming a linear relationship.

Equation 2.1. This would provide a rough estimate of the net value of x
Using this method, the more paramagnetic ions are in the solution, the more positive x**'" becomes;

whereas the more diamagnetic ions are in the solution, the more negative x*°'" becomes.
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Second, these simulations assume that the magnetic field is applied throughout the entire block of
material. This type of field is not easily producible using available sources. This likely led to larger TMI
anomaly differences in the forward modeled data than those that would be apparent in reality with easily
available sources as more material is exposed to the magnetic field than would be in real application. One
way to reconcile this issue would be to consider an application method wherein a solenoid is placed inside
the borehole, surrounding the fiber, illustrated in Figure 2.12. With this method, a solenoid would be
placed in the borehole, surrounding the fiber. An alternating current would be sent through the solenoid to
produce an alternating magnetic field. The magnetic field would interact with the water in the borehole
which would produce another magnetic field with an amplitude determined by the water composition. The
DMS fiber would then register a response due to the solenoid magnetic field and the response of the water.
The difference between the predicted fiber response solely to the solenoid magnetic field and the additional
response to the water could be used to determine the magnetic susceptibility of the water. This would
essentially be a long magnetic susceptibility meter capable of easier time-lapse monitoring and higher
spatial coverage than is currently available. This method would be a more achievable application with

available equipment. Appendix E discusses this hypothetical application method in more detail.

Interrogator

—

Depth

Figure 2.12 In this proposed application method, the fiber will be placed in a horizontal borehole below the
water table (blue) with a solenoid surrounding it. An alternating current would be sent through the
solenoid to produce an alternating magnetic field that the fiber would respond to.

Third, the models in this chapter assume the magnetic susceptibility of the groundwater beneath the
water table is solely due to water and the aquifer material does not change x. This presents an issue with
the model because, in reality, the aquifer material does have a magnetic susceptibility that would influence

the composite value of x. The method of application illustrated in Figure 2.12 and outlined in Appendix E

24



would address this limitation.

Fourth, these simulations used a static magnetic field as the applied field, whereas real application
would require an alternating magnetic field for the DMS fiber to be most sensitive. SinPEG does not have
the capability to include an alternating magnetic field in models, so this may need to be resolved by using
different software or by adding an alternating magnetic field to existing SImPEG code.

Fifth, these simulations assumed no noise sources to produce the TMI anomaly results. In real
applications, noise sources may include power lines and the Earth’s magnetic field. In real application
scenarios, the Earth’s magnetic field will likely be negligible since the DMS fiber is currently less sensitive
to static magnetic fields than alternating magnetic fields. However, simulating both scenarios would be
useful for confirmation of signal detection even in the presence of common noise sources.

Finally, this modeling was performed for a setup with a horizontal borehole; however, simulations were
only performed this way due to limitations with SImPEG. Real applications could be similarly performed
with a vertical borehole. If there are vertical differences in water solution, this sensor array could

potentially delineate these changes in solution with similar sensitivity as the horizontal borehole sensitivity.
2.6 Conclusions

A simulated survey with three lines of magnetic sensors with 2 m spacing between sensors was created
to mimic the Bragg grating DMS fiber discussed in Hileman et al. (2022) and Dejneka et al. (2024). This
simulated survey was used to determine whether a dense magnetic sensor array can be applied to
determine water composition changes in three different cases with a constant magnetic field throughout the
entire study volume. Seawater intrusion modeling revealed it is possible to resolve a boundary between
saltwater and freshwater when the sensor line is placed beneath the water table. Additionally, the sensors
can detect salinity changes within a gradient of saline water to fresh water. Modeling a mine drainage
solution of Fe?" in water revealed that the sensors can image Fe?" concentrations of 100 mg/L and higher.
Modeling a lithium brine solution of Li™ in water revealed that the sensors can image economic Li™
concentrations of 100 mg/L and higher.

This modeling provided some indication of magnetic field differences that might occur due to
boundaries between freshwater and water with different ion concentrations. If applied in a seawater
intrusion scenario with no gradient between the freshwater and saline water, a magnetic field difference on
the order of ~10 nT would be present. In a seawater intrusion scenario with a gradient between saline
water and fresh water, a magnetic field difference on the order of ~1 nT would be present. In a mine
drainage scenario with a boundary between water with Fe?* ions and freshwater, a magnetic field

difference on the order of ~0.1 nT would be present for Fe** concentrations of 100 mg/L. In a lithium
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brine scenario with a boundary between water with Li* ions and freshwater, a magnetic field difference on
the order of ~1 nT would be present for Lit concentrations of 100 mg/L.

Typical magnetic field sensors have sensitivities that can delineate the magnetic field differences
determined from modeling, see section 1.1. However, before extending any of these concluding remarks to

the DMS fiber application feasibility, the limitations outlined in section 2.5 must be addressed.
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CHAPTER 3
LABORATORY AND FIELD EXPERIMENTS

This chapter discusses the laboratory and field experiments performed on a DMS fiber without Bragg
gratings. Laboratory experiments were performed to determine the magnetic field sensitivity and
time-dependent behavior of a DMS fiber without Bragg gratings. A comparison to the magnetic field
sensitivity of a DMS fiber with Bragg gratings is provided to determine whether the inclusion of Bragg
gratings in the DMS fiber provides increased sensitivity. Field experiments were performed with a solenoid
and TEM to determine the feasibility of using the DMS fiber with different magnetic field sources. All
single-sided amplitude spectra in this chapter were normalized by the number of samples. Please note that
amplitude spectra are different from power spectra and that ¢ represents units of strain. An additional
laboratory experiment that was set up but not carried out due to time constraints is outlined in

Appendix B.
3.1 Laboratory Experiments

Laboratory experiments, described in Hileman et al. (2022) and Dejneka et al. (2024), were performed
by our colleagues at Virginia Polytechnic Institute and State University (Virginia Tech) to determine the
behavior of a DMS fiber with Bragg gratings. To determine the magnetic field sensitivity of a DMS fiber
with two Metglas cladding wires and Bragg gratings, they placed a 2 m length of Bragg grating DMS fiber
in a 2 m long solenoid and exposed the DMS fiber to alternating magnetic fields of different magnitudes
using the solenoid as a magnetic field source. The fiber data was collected using the Sentek Instrument
picoDAS interrogator, which provides high sensitivity.

The laboratory experiments outlined in this section were performed on a DMS fiber with two Metglas
cladding wires without Bragg gratings to provide a comparison between the sensitivity of the Bragg grating
and non-Bragg grating fibers. Additionally, an analysis of the time-dependent behavior of the DMS fiber
signal is discussed in this section. A solenoid was used as the alternating magnetic field source in these
experiments as well. The fiber data was collected using the Terral5 Treble DAS interrogator, which

provides low noise through the active-seismic, passive-seismic, and acoustic frequency bands.
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Figure 3.1 The laboratory setup for testing the DMS fiber without Bragg gratings is shown in this image.

The top image shows the actual laboratory setup, while the bottom image shows a simplified diagram of
the laboratory setup. The interrogator is not shown in the top image.
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3.1.1 Experimental Design

The laboratory setup for the fiber without Bragg gratings is shown in Figure 3.1. We built a current
amplifier capable of producing a current of 1.5 + 0.2 A to increase the amplitude of the magnetic field
produced by the solenoid. The solenoid used in the experiments was 1.5 m long with ~450 wire turns.
Using Equation 1.6 to calculate the approximate maximum magnetic field yields B = 560 p1" for our
solenoid. The current amplifier was powered by the DC source (GW Instek GPD-X303S) and the AC
source (Digilent Analog Discovery 2) and was connected to the solenoid, as shown in Figure 3.2. The DMS
fiber was fed through the solenoid, touching the bottom of the solenoid and under no tension, with the
spool placed outside the end of the solenoid. The DMS fiber was mechanically aligned with the acoustic
fiber leading to the DAS interrogator unit. The manual alignment was accomplished using the Fujikura
FSM-70S Fusion Splicer with index-matching gel placed at the fiber connection point. It is difficult to
achieve a high transmission with the manual alignment method - see Appendix C for more details on this.
The end of the spool of DMS fiber was bent into a small loop to increase the attenuation of the light,
improving the signal measured by the interrogator. For all experiments, the gauge length of the

interrogator was set to 1.63 m to capture the length of the solenoid within one channel.
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Figure 3.2 The current amplifier (left) and its circuit diagram (right) are shown in this image. The current
amplifier is not attached to the solenoid in the left image, but the solenoid is shown as a 1 €2 load in the
circuit diagram.

To determine the minimum magnetic field sensitivity of the DMS fiber, the AC source was set to 5.0 V
initially and incrementally decreased by 1.0 V until a signal was no longer visible, at which point the AC
amplitude was set to the previous value then decreased by 0.1 V increments until the signal was no longer
visible. The DC source amplitude was set to values at least 4.0 V above the AC source amplitude in

accordance with the limitations of the operational amplifier (op-amp). Each recording was collected for one
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minute to reduce the effect of transient background noise. The 5.0 V. AC amplitude recording was only run
for 30s since the amplifier would overheat if it was run too long at that voltage.

The AC source was incrementally decreased because the fiber becomes slightly magnetized from the
previous larger field, so when the source magnetic field is reduced there is a net initial magnetization
direction in the magnetostrictive material, which increases the magnetostriction in the fiber. This is
potentially a method of increasing sensitivity that could be taken advantage of in the field by initially
magnetizing the fiber, then performing experiments to increase sensitivity. However, it guided our choice to
pursue the decreasing field procedure.

The experiment to determine the time dependence of the signal was performed by recording a 1000 Hz
frequency magnetic field produced by the solenoid for five minutes. In this experiment, the AC source was
set to 3.0 V and the amplitudes of the 1000 Hz and 2000 Hz peaks produced by the fiber were recorded.
While the interrogator was recording, no one moved to ensure that acoustic vibrations were kept to a

minimum.

3.1.2 Data and Analysis
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Figure 3.3 The time series (left) and power spectrum (right) output for an AC source amplitude of 3.0 V
are shown in this image. The power spectrum shows a 1000 Hz and 2000 Hz fiber response, which are
typical magnetostrictive responses at the source frequency and double the source frequency.

Figure 3.3 shows an example output of the DMS fiber response produced using DASCore (Chambers
et al., 2024). There are 1000 Hz and 2000 Hz responses in the fiber signal which demonstrate a typical
magnetostrictive response at the magnetic field source frequency and double the source frequency (Dejneka
et al., 2024; Hileman et al., 2022). While the 2000 Hz response is larger in the image shown, it disappears

from the signal at higher magnetic field strengths than the 1000 Hz response, i.e. the magnetic field
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sensitivity of the 2000 Hz response is lower. Because of this, we made use of the 1000 Hz response to
determine the magnetic field sensitivity. Figure 3.4 shows the variation of the 1000 Hz response to an
applied magnetic field. The minimum sensitivity was identified at the magnetic field generated by the AC
signal, 0.1 V above the point where the 1000 Hz signal was no longer detectable in the spectrum.

Sample sliding windows (30 s length, 5 s offset) of the 300 s signal were used to calculate the power
spectrum response amplitudes and capture the variation of the power spectrum response over time.
Figure 3.5 shows the results of this analysis using a magnetic field strength produced by a 3.0 V amplitude
AC source at both 1000 Hz and 2000 Hz. This signal shows some variation over this time period, indicating
that the power spectrum depends on time. When tested with other AC amplitudes, results were similar to

those seen in Figure 3.5.
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Figure 3.4 The experimental spectral response amplitudes of the fiber without Bragg gratings for the
1000 Hz response to a 1000 Hz solenoid source are plotted against magnetic field strength in this figure.
The signal fades from the power spectrum at 0.2 mT.

3.1.3 Laboratory Results and Discussion

The results of the magnetic field sensitivity test, shown in Figure 3.4, demonstrated that the 1000 Hz
signal was visible down to an applied magnetic field of 0.2 mT. Since this test was performed by starting at
a larger magnetic field and incrementally decreasing the field, sensitivity was increased compared to the
method of increasing the magnetic field incrementally from a lower field. The magnetic field sensitivity

reported in Dejneka et al. (2024) for a fiber with two Metglas cladding wires and Bragg gratings at a
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magnetic field source frequency of 100 Hz was ~500 nT. While these results are for different source
frequencies, the 100 Hz signal for the fiber without Bragg gratings was not detectable at the minimum
magnetic field determined for 1000 Hz in this experiment. Therefore, the Bragg gratings increase

sensitivity by nearly three orders of magnitude.
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Figure 3.5 The power spectrum variation over time of the fiber response for an AC source amplitude of
3.0 V and a frequency of 1000 Hz is shown in this plot. The 1000 Hz and 2000 Hz response magnitudes
were calculated using sample sliding windows (30 s length, 5 s offset) of the 300 s signal.

The variation of the power spectrum over time, shown in Figure 3.5, is significant enough that the
1000 Hz response varies between being detectable and undetectable in the power spectrum. The 2000 Hz
response in this experiment never disappeared below the noise level, but did have some variation in
amplitude. This shows the time variation of the signal can be important depending on whether the signal
amplitude is close to the noise level. It is important to consider the noise level at a given frequency when
determining what frequency to image, since sensitivity changes based on the noise level.

The experiments were limited to a 1000 Hz source because the current amplifier available to our team
only performed well in a relatively narrow frequency range. Magnetic field sensitivity should be analyzed at
different frequencies in the future if a current amplifier capable of operating reliably at lower frequencies is
available. Additionally, sensitivity greatly depends on the fiber splice quality. The noise floor in the signal

varies by orders of magnitude based on how well the fiber cores were aligned during the manual alignment
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procedure. A fiber connector would greatly improve this issue if it is possible to include this with the DMS
fiber in the future.

Through these experiments, the Metglas fiber without Bragg gratings was shown to be less sensitive
than the Metglas fiber with Bragg gratings (Dejneka et al., 2024; Hileman et al., 2022). However, for
applications that only require sensitivity to magnetic fields larger than ~0.2 mT, we see that Bragg gratings
may not be necessary. Additionally, the functionality of a DMS fiber without Bragg gratings at 1000 Hz
was shown in these experiments, providing some confidence that the DMS fiber can operate similarly to
current magnetic susceptibility meters at one commonly used frequency, as discussed in Chapter 2.

Currently, the Kappabridge MFK2 is used in some environmental studies to determine the magnetic
susceptibility of water, e.g. Rana et al. (2021) and Kumar et al. (2022). This instrument operates at
magnetic fields ranging from 200 A/m to 700 A/m (1 mT = 795.77 A/m) and frequencies of 976 Hz,

3904 Hz, and 15616 Hz. Laboratory experiments testing DMS fiber operation at these frequencies would
provide some confidence that the DMS fiber can perform similarly to current magnetic susceptibility

meters.
3.2 Field Experiments

Field experiments were performed using two setups: (1) using a Metglas fiber with two cladding wires,
Bragg gratings, and a solenoid as the magnetic field source and (2) using a Metglas fiber with two cladding
wires, no Bragg gratings, and the ABEM WalkTEM as the magnetic field source. The objectives of these
tests were to determine the feasibility of field tests with the Bragg grating fiber and to determine the
practicality of application with a typical geophysics instrument as the magnetic field source for the fiber

without Bragg gratings.
3.2.1 Field Test with Bragg Grating Fiber and Solenoid

Solenoid experiments with the Bragg grating fiber were performed in 2023 on March 28 and March 29.
A trench was made wherein the Metglas DMS fiber, with two cladding wires and Bragg gratings, and DAS
fiber were buried with about a centimeter of sand covering them, shown in Figure 3.6. The DAS fiber was
connected to the Sentek Instrument picoDAS interrogator, placed along a 10 m length of the trench, then
manually aligned with the DMS fiber at the end of the trench. The DMS fiber was then placed inside the
trench along the same line as the DAS fiber with the spool of DMS fiber at the end of the line. Geophones
were placed along the same line with 0.5 m spacing to provide a method of signal differentiation between
the fiber magnetic and acoustic responses. Simultaneous vibration and magnetic tests did not produce

usable results; however, methods of signal separation are explored further in Hileman et al. (2022).
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Figure 3.6 The experimental setup for the Metglas fiber with Bragg gratings is shown in this image. The
fiber was lightly buried underneath the solenoid in this experimental setup (figure courtesy of Shihao
Yuan).

The solenoid was placed directly on top of the buried fibers, 0.5 m right of the fibers (using Figure 3.6
for reference directions), and 1.0 m right of the fibers for each magnetic field test. The solenoid was
oriented parallel to the fibers at each location and an iron rod was placed inside the solenoid to increase
the strength of the magnetic field. Observing the signal from a magnetometer placed near the solenoid, the
iron rod was observed to add some strong harmonics to the magnetic field signal. These harmonics may
have increased the strength of the harmonics observed in the fiber responses.

Spectra recorded by a DMS fiber channel during the solenoid testing for 100 Hz and 1000 Hz sources
with the solenoid on top of the fiber are shown in Figure 3.7. The most striking difference between these
results is how many more peaks there are in the response to the 100 Hz source than the 1000 Hz source.
Interestingly, this was also observed in the two-dimensional model when changing the frequency at the
same magnetic field strength (see Chapter 4). Additionally, the 100 Hz source response only shows signals
at multiples of double the applied field frequency (e.g. 200 Hz, 400 Hz, and so on...) which is also a
characteristic predicted by the two-dimensional and three-dimensional models at high ratios of magnetic
field strength to source frequency.

The results for a source frequency of 100 Hz with the solenoid placed on top and 0.5 m from the fiber
are shown in Figure 3.8. We can see obvious decreases in the signal strength when the solenoid is placed

further from the fiber. At 1.0 m away, there was no visible signal. The drastic decrease in signal with
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distance is due to the magnetic field strength of the solenoid decreasing proportional to 1/r3 where 7 is

distance.
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Figure 3.7 Amplitude spectra of the DMS fiber response to the solenoid on top of the fiber at 100 Hz (left)
and 1000 Hz (right) are shown in this image. These spectra were calculated from channel 20 of the fiber
and are normalized by the number of samples.

These tests successfully demonstrated the ability of a DMS fiber outside a solenoid to sense a magnetic
field from the solenoid source. The Metglas DMS fiber with Bragg gratings is not currently sensitive
enough to image the subsurface using this source. Additionally, the magnetic field generated in the soil was
likely too low for the fiber to detect, considering the low x of typical soils (Shirzaditabar & Heck, 2021).
While a setup for cross-hole borehole surveys may be ideal with the fiber and a magnetic field source, the
sensitivity of the fiber needs to be improved to accomplish this. However, the application method discussed
in Chapter 2 may be possible since the magnetic field strength within a solenoid is much larger than

outside the solenoid.
3.2.2 TEM Experiments

We carried out tests with the ABEM WalkTEM to test the feasibility of deploying a DMS fiber in
conjunction with a typical geophysical source. For all field tests in this section, the less sensitive Metglas
fiber without Bragg gratings was used. The WalkTEM setting used for these tests was
“DualMoment_10ms_39gates”, which outputs a 30 ms period (33 Hz) square pulse signal. Figure 3.9 shows
an example of the output signal recorded with the MC95A handheld magnetometer made by Magnetic
Sciences. Notice how the signal contains harmonics, which contributes to increased harmonic strength in

the DMS fiber signal.
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Figure 3.8 This image shows amplitude spectra recorded by the Bragg grating DMS fiber with the solenoid
on top of the fiber (left), and 0.5m away from the fiber (right). These spectra were calculated from channel
20 of the fiber and are normalized by the number of samples.

3.2.2.1 First Trial

The field experiment on the North intramural field at Colorado School of Mines, Figure 3.10, was
performed on October 12, 2023. A 40 m by 40 m transmitter loop was used in this experiment. The DMS
fiber was manually aligned with a single-mode fiber connected to the Terral5 DAS interrogator unit. It
was laid out from the splicer to the center of the 40 m by 40 m loop at 39°44’59”N, 105°13’°31” W, with the
spool placed next to the receiver loop. The interrogator and splicer were powered by a portable generator
and the interrogator display was output onto a monitor. A cable and some cases were laid out next to the
bare DMS fiber to mark its location. The interrogator was set to record with a 1.63 m gauge length, a
24.783 kHz sampling rate, and a fiber length of 89.8 m. Three tests were run with the TEM while the
interrogator recorded over a period of 6 minutes and 12 seconds.

The results of the tests, shown in Figure 3.11, reveal a broad spectrum below 1000 Hz and a signal at
2265 Hz. The power spectrum of channel 12 (19.6 m) reveals that the lower frequency content contains a
33 Hz peak (the frequency of the TEM pulse), as expected, and peaks at 165 Hz, 264 Hz, and 363 Hz.
Interestingly, the peaks at higher frequencies than the source frequency correspond to the fifth, eighth, and
eleventh harmonics of the 33 Hz source frequency. In the field experiments with the fiber with Bragg
gratings (e.g. Figure 3.7), it was found that sometimes higher harmonics were higher amplitude than lower
harmonics, which could be what is seen here as well. It is possible that other harmonics that cannot be

seen in the data are below the noise level created by the wind during this bare fiber surface deployment.
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Figure 3.9 This image shows the signal from the TEM unit in the time domain (top) and the frequency
domain (bottom). The frequency domain signal shows an initial peak around 33 Hz and harmonics at
higher frequencies.
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It is unclear what the source of the peak at 2265 Hz is. The use of a magnetometer in the field at a
later date to determine if there was a background magnetic field at this frequency revealed no such field. It
is a possibility that some electronics were running on the day of the survey that were not running on the

date of return testing with the magnetometer.
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transmitter
loop
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battery DMS fiber
TEM unit
generator
interrogator
splicer

Figure 3.10 The top images show the first trial field setup. A diagram of the field setup is shown in the
bottom image.
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Figure 3.11 The frequency response of the entire length of the fiber (top) and power spectrum of channel
12 at 19.6 m (bottom) for the first trial are shown in this image.
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3.2.2.2 Second Trial

The field experiment on Kafadar Commons at Colorado School of Mines, shown in Figure 3.12, was
performed on November 10, 2023. We used a 20 m by 20 m loop with the WalkTEM in this experiment.
The DMS fiber was laid out from the splicer to the center of the loop at 39°44’59.0”N, 105°13’°31.0"W to
the corner of the loop due west of the interrogator, where the spool was set down. The interrogator was
recording for a 25 minute period while TEM surveys were run multiple times.

The results of the test, shown in Figure 3.13, show some peaks that are slightly offset from the expected
frequencies, as shown in Figure 3.11. For example, the expected 33 Hz peak is at 39 Hz, the expected
66 Hz peak is at 83 Hz, and the expected 99 Hz peak is at 126 Hz (closer to the next harmonic at 132 Hz).
Each peak corresponds to a signal from a source with a frequency of ~40 Hz, however, the TEM source
does not contain a magnetic field signal of this frequency. The cause of this offset is unknown, however, one

possibility is a time shift due to an offset of the reported sampling rate of the interrogator.

DMS fiber spool

receiver loop
20m x 20m
transmitter
loop

MS fiber

batte!
e, TEM unit

generator

interrogator

splicer

Figure 3.12 The field setup for the second trial (left) and a simplified diagram of the field setup (right) are
shown in this image.

3.2.3 Field Experiment Results and Discussion

The results from the solenoid field experiments with the DMS fiber with Bragg gratings demonstrate
that the DMS fiber is capable of reading a signal from solenoids. This is useful for future experiment
design using the DMS fiber, setting goals for improving the DMS fiber sensitivity, and determining what
applications the fiber can be used for. To image a signal from the soil, the sensitivity of the DMS fiber will
need to be improved since typical soil magnetic susceptibilities (without magnetic minerals) are on the
order of parts per million of the applied magnetic field (Shirzaditabar & Heck, 2021). Another solution

would be to increase the source magnetic field strength; however, the strength would need to be increased a
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few orders of magnitude which would limit where surveys could be performed due to safety and operational
concerns.

The TEM experiments with the DMS fiber without Bragg gratings produced results with too much
uncertainty to definitively say that a DMS fiber without Bragg gratings is capable of sensing a TEM signal.
The power spectra in Figure 3.11 and Figure 3.13 contained peaks that were not at consistent harmonics of
the TEM signal in the first trial and contained peaks that were offset from the expected signal in the
second trial. Further experiments should be performed to determine how well a DMS fiber without Bragg
gratings can sense the TEM signal. Additionally, experiments with a Bragg grating DMS fiber could be
performed to determine if the Bragg gratings allow for better sensitivity of TEM signals.

There are currently some drawbacks with both sources which could be resolved in future studies. The
solenoid produces relatively low magnetic fields outside of the coil when compared to the field strength
inside the coil. This heavily limits the distance the DMS fiber can be placed from the solenoid. The TEM
source has harmonics in the source, which causes signals to appear in the fiber response at those harmonic
frequencies. Since these harmonics are not the result of a single source frequency, the source harmonics
would have to be taken into account during data processing. Additionally, it is unclear what the frequency
offset seen from the TEM source was caused by in the second TEM trial. More research into sources to be

used with DMS is necessary to determine suitable data acquisition designs.
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Figure 3.13 The frequency response of the entire length of the fiber (top) and power spectrum of channel

15 at 24.5 m (bottom) for the second trial are shown in this image.
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CHAPTER 4
COMPUTATIONAL MODELING OF DMS

The theory to model DMS involves a combination of micromagnetics and DFOS principles. The
computational modeling that was performed for this thesis focuses on micromagnetic concepts. The
mechanical effects and optical response of the cable were excluded due to software limitations. We carry
out two-dimensional and three-dimensional modeling, as well as sensitivity studies to a variety of
parameters including initial conditions. Magnetic field amplitudes are in SI units (kA/m) in this chapter
since the modeling equations required ST unit inputs, 1 mT = 0.79577 kA /m. All single-sided amplitude
spectra in this chapter are normalized by the number of samples and e represents units of strain. The code

used for the computational modeling in this chapter is provided in Appendix A.

4.1 Two-Dimensional Model

=)

v
=

Figure 4.1 A visualization of the 2D model setup is shown in this image. The x direction is also the strain
measurement direction, with saturation occurring in the direction of M, where ||M|| = M.

The single-domain model of magnetostriction assumes a piece of material in two dimensions that is
magnetostrictively isotropic and homogeneous. For the simulations, nickel properties were used as the
material properties. Consider a simple external magnetic source: a uni-directional, spatially uniform,

alternating sinusoidal magnetic field, which is in the same direction as the strain measurement, as in
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Figure 4.1. These assumptions simplify Equation 1.2 to

9 __ 1+a?
- "M+a

Hj sin(wt — ¢) sin 6. (4.1)
Here, as in Equation 1.4, 0 represents the angle between the measurement direction and the saturation
direction. The two equations can be combined to solve for magnetostriction along a single axis. The other
variables are the magnetic field amplitude of the source Hy, source angular frequency w, and phase of the
source ¢. To solve Equation 4.1, the Dormand-Prince method of solving ordinary differential equations
(Dormand & Prince, 1980) is implemented with ode45 in MATLAB (The MathWorks, Inc., 2022). The
resulting 6 is then substituted into Equation 1.4 to solve for the strain response. A similar approach to
solving for the dynamic magnetostriction response was used in Shoemaker (2018), with a different method
to solve for 6, which was successful at predicting frequency doubling. However, we observe harmonics in
real data - as seen in Chapter 3, Dejneka et al. (2024), and Hileman et al. (2022) - that were not modeled
in Shoemaker (2018).
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Figure 4.2 This figure shows an example of the modeled strain response to a source with a frequency of
100 Hz in the time domain (left) and the frequency domain (right). In the time domain, frequency doubling
is apparent as two oscillations occur within 0.01 s. In the frequency domain, the spectrum shows clear
peaks at 100 Hz, 200 Hz, and 300 Hz. Peaks at 400 Hz and 500 Hz are also present, though much smaller.

An example of the strain response of Nickel to a 100 Hz source with amplitude 1 kA/m and a phase of
zero is shown in Figure 4.2. The initial angle was set to 6y = 7/3. The amplitude spectrum of the
magnetostrictive response reveals strain oscillations occurring at the source frequency, double the source
frequency, and at harmonics of the source frequency. The source frequency and double frequency responses
are due to angular motions of the domain. The source frequency response is seen because the domain is
rotating back and forth as the magnetic field source exerts a torque on the magnetic moment that changes

direction. The double frequency response only occurs once a certain threshold ratio of the source frequency
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and driving amplitude is met, for a given initial condition. If the threshold ratio is met or exceeded, the
magnetic moment of the domain rotates a full 7 radians which, due to the geometry of the domain, causes
there to be two peaks within a single period of the driving source. The harmonics can be explained through
the non-linearity of the domain dynamics (Lakshmanan, 2011; Taylor, 2005). The number of harmonics

that appear varies with the applied magnetic field strength, the source frequency, and the initial angle.

4.1.1 Applied Magnetic Field Sensitivity
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Figure 4.3 This image shows the variation of the response amplitudes at 100 Hz, 200 Hz, 300 Hz, and

400 Hz to a source with f; = 100 Hz and magnetic field amplitude Hy. All frequencies examined have peak
amplitudes below 8 kA /m with a sudden drop in amplitude between 8 kA/m and 10 kA/m. All signals
then increase at 10 kA /m then the even integer frequencies (i.e. 2fs = 200 Hz and 4f; = 400 Hz) dominate
the signal for increasing Hy.

The amplitudes of the signals in the amplitude spectrum are highly sensitive to changes in Hy, the
initial angle between M and H, 6, and the source frequency, fs. The response frequencies also have
significant dependence on f;. To demonstrate the dependence of the response amplitudes on Hy, a suite of
simulations showing the response amplitudes at several frequencies and many values of Hy are shown in
Figure 4.3. In these simulations, fs = 100 Hz and 6y = 7/3. At values of Hy below 8 kA /m, the response
amplitudes generally show the harmonics increasing in amplitude as the 100 Hz response (i.e. the response
at the driving frequency) decreases. Between 8 kA/m and 10 kA /m, all the response amplitudes decrease
by approximately a factor of 10. Between 10 kA /m and about 18 kA /m, the response amplitudes increase
again but evolve in a different manner. The harmonics lack an obvious trend in this region. At magnetic
fields larger than 18 kA /m, the even harmonics (i.e. 2f; = 200 Hz and 4f, = 400 Hz) dominate the signal

while the odd harmonics (only 3f; = 300 Hz in this example) have some spikes in amplitude at certain
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values of Hy. Since the response is largest and fairly predictable on the interval 1 kA/m < Hy < 8 kA /m,

this suggests a favorable external magnetic field amplitude to target for future real measurements.

4.1.2 Initial Angle Sensitivity
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Figure 4.4 This figure demonstrates the difference in the response of two different initial conditions

9(()1) = 27/3 and 0(()2) = 27/3.01. The left image shows the difference of the magnetic moment direction over
time for two simulations with the different initial conditions mentioned A#, the log of the difference

log |Af)| to show small scale variation, and the difference between the strain responses AMg. The right
image shows the amplitude spectra of both strain responses plotted on top of each other.

The nonlinear nature of the LLG equation causes the observed sensitivity to the source amplitude
(Taylor, 2005). In addition, nonlinear equations can exhibit high sensitivity to initial conditions, 6y, in this
model (Taylor, 2005). To demonstrate this sensitivity, the difference between the trajectories of 6 over time
between two different initial conditions 961) = 27/3 and 982) = 271/3.01 for f; =100 Hz and Hy = 10 kA/m
is shown in Figure 4.4. The trajectory of the magnetic dipole moments are similar initially, however, after
about 7.5 s they begin to diverge. This also results in a difference in the strain response and amplitude
spectra of the two simulations.

This is a typical trait of nonlinear systems (Taylor, 2005), suggesting that the system we are studying
may be difficult to predict under certain conditions. More research into this needs to be performed to
determine whether or not this system exhibits chaos. Some studies have demonstrated chaos arising from
the LLG equation under certain conditions, e.g. Lakshmanan (2011) and Smith et al. (2010). It will be
important to understand this response to interpret data from the fiber when it is deployed for real
measurements. Since the response is more similar for different initial conditions within the first few

seconds, it might be useful to take advantage of this time frame and record measurements for five or fewer
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seconds when using a 100 Hz source.

4.1.3 Frequency Sensitivity
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Figure 4.5 Amplitude spectra for two different source frequencies, f; and fo, are shown in this figure. The
amplitude spectra with the same Hj for each source frequency are shown on the left. There is a clear
difference in the amplitude of the source frequency response, double frequency response, and harmonics.
The amplitude spectra with the same ratio of f;/Hy are shown on the right. The f; and f2 responses are
similar with the same amount of significant harmonics.

The modeled responses exhibit an expected peak frequency dependence on f; but also, interestingly, the
dependence of the response magnitude on fs. Two amplitude spectra for different source frequencies,
f1 =100 Hz and fo = 30 Hz, at Hy = 1 kA/m and 6y = 27/3 are shown in Figure 4.5. The response
frequency dependence is apparent with responses to f; and f; at 100 Hz and 30 Hz, respectively, and
harmonics at integer multiples of the source frequencies. There is an obvious difference in the amplitude of
the fundamental frequency responses (100 Hz and 30 Hz) and the first harmonics (double-frequency,

200 Hz, and 60 Hz) responses with ratios of 0.06 and 1.3, respectively. There are also differences in the
harmonic amplitudes between f; and f; in addition to the number of harmonics present - the response to
f2 shows five more harmonics than f;.

In the right panel of Figure 4.5, the amount of harmonics present in the amplitude spectra is similar for
f1 =100 Hz and fo = 30 Hz, with H; = 10 kA/m and Hy = 3 kA/m, i.e. for each simulation, the ratio of
fs/Ho = 10. Both responses have the same number of significant response peaks; however, there are some
small amplitude harmonics in the response to fo at 150 Hz and 180 Hz (/0.08 amplitude) that are not
visible in the response to f;. In addition, the relative amplitudes of the response frequencies are different,

but much closer in magnitude than the first simulation where f;/H( differs between source 1 and source 2.
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The double frequency responses of the two sources are much closer in amplitude than the source frequency
responses, suggesting the double frequency response may be less sensitive to changes in f;/Hy than to
changes in the source frequency response. From this observation, we hypothesize that sources with similar
ratios of fs/Hy may produce similar harmonic quantities in the amplitude spectrum; however, more

research needs to be performed into this to confirm our hypothesis.

4.1.4 Discussion of the Two-Dimensional Model

Model Lab
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Figure 4.6 A two-dimensional model amplitude spectrum (left) and laboratory amplitude spectrum (right)
of the fiber with two Nickel cladding wires and Bragg gratings to a 1.3 kA /m magnetic field

(1 mT = 0.79577 kA/m) are shown in this figure. The noise in the lab response is at 60 Hz and is
attributable to electrical noise from the building. The base noise level in the laboratory amplitude
spectrum is ~ 1075 pe. Note the difference in magnitude scale between the model and laboratory
amplitude spectra (the laboratory amplitude spectrum is courtesy of Zachary Dejneka).

An example comparison between the model amplitude spectrum and laboratory results for a DMS fiber
with Bragg gratings is shown in Figure 4.6. While the model predicts a response with peaks at the same
frequencies as the laboratory, there is one main difference observed: the model prediction of the relative
amplitude between the peak at the source frequency, fi = 100 Hz, and double the source frequency,
f2 =200 Hz, is |P1(f1)|/|P1(f2)| = 4.5, which is larger than observed in the laboratory,
|P1(f1)|/|P1(f2)| =~ 2.5. While this two-dimensional modeling begins to show some of the features
observed in the laboratory and field, further analysis is needed to carry out quantitative predictive
modeling of the data we expect to record in any controlled-source experiment. Such predictive modeling is

an essential element of any inversion procedure.
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These model limitations are thought to be attributable to the lack of multiple domains in the
two-dimensional model, which excludes domain interactions from the model. In reality, many domain
interactions occur, changing the overall response of the ferromagnetic material to magnetic fields. To
account for the domain interactions, including multiple domains in the two-dimensional model or using a
three-dimensional model is necessary. This spurred us to build a three-dimensional model with current
software capable of doing so. The three-dimensional model is discussed in the following section. Further

analysis of the two-dimensional model was performed and is discussed in Appendix D.

4.2 Three-Dimensional Model
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Figure 4.7 This figure shows a mesh of three-dimensional cells defined in Ubermag (left) and a slice of the
model at z = 0 nm (right). The slice shows the demagnetized case, with all magnetic dipole moments
adding to a net zero moment.

Ubermag is an open-source micromagnetic three-dimensional modeling package (Beg et al., 2022) that
includes more complex modeling capabilities than those implemented in the two-dimensional model. In the
two-dimensional model we did not specify the geometry of the material, the size of the domains, or the
other fields that make up the effective field. In Ubermag, it is possible to define a three-dimensional grid of
domains and run simulations from an initially demagnetized state, as shown in Figure 4.7. This capability
allows the model to account for domain interactions within a material along with material geometry.
Ubermag also includes the demagnetization field, anisotropy field, exchange field, and the Zeeman (applied)
field in the effective field. These fields arise in bulk materials in magnetics and are important to include

because they change the dynamics of the magnetic moments, and thus the magnetostrictive response.
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The mathematical forms of the field energies are (Beg et al., 2022):

w, = —poMym - H, (4.2)

we = A(Vm)?, (4.3)

Weq = —K1 [(m-up)*(m-u)? + (m - uz)®(m - uz)? + (m- up)*(m-u3)?] (4.4)
wd::%uomgnl-ﬂg. (4.5)

The energies are the Zeeman energy w,, the exchange energy w,., the cubic anisotropy energy w.,, and the
demagnetization energy wy. In addition, m = M /M; is the normalized magnetization vector, A is the
exchange constant, K is the anisotropy constant, H is the external magnetic field, u is the direction of the
axis of anisotropy, and H, is the demagnetizing field. To solve for the effective field from the energy, we
substitute the total energy Fy, into

1 a-Etot
oM, Om ’

Hepp=— (4.6)

as in Liang et al. (2014). Substituting the result for H¢sy from Equation 4.6 into Equation 1.2 at each
time-step allows us to solve for M at each timestep. The resulting magnetic moment magnitudes are

substituted into a version of Equation 1.3 replacing all a;; with m,

3 1
Asi = 5)\100 (m?/jf +m3B5 +m3p;5 — 3> + 311 (mimaBi B2 + mamsfafs + mami B3f1), (4.7)

to solve for strain, then the magnitude of the discrete Fourier transform (DFT) is calculated to create an
amplitude spectrum of the strain response (COMSOL, 2023).

One limitation of the three-dimensional model is that the spatial scale of the cells must be smaller than
the width of domain walls in the material (Abert, 2019)

A

| = ,
Keyy

(4.8)

where A is the exchange constant and K.ry is the effective anisotropy constant. For nickel, [ is on the
order of ~ 10~ m, meaning the cell sizes must have sides smaller than ~100 nm. This presents an issue for
modeling the fiber response since the magnetostrictive wires have diameters on the order of ~ 10 ym and
the complexity of the three-dimensional model increases on the order of n?, where n is the number of cells,
due to the long-range nature of the demagnetization field (Abert, 2019). Being limited to small cell sizes,
modeling the actual size of the fiber may be infeasible with this model, but modeling smaller elements may
provide initial insights into the trends we expect to observe in real data. Additionally, the timestep used in

the solver must be sufficiently small to satisfy the Nyquist sampling condition of two samples per period of
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the magnetization vector precessional motion (Scholz et al., 2003), which has a Larmor frequency of

w = ’yHeff. (49)
The magnetic field strengths tested in the lab are 2 kA /m and lower, resulting in a Larmor frequency on
the order of 5000 Hz, meaning the sampling rate must be 10000 Hz to model the physics correctly. In

practice, we implement higher sampling frequencies than the Nyquist limit to ensure numerical accuracy.

For lower magnetic field strengths, the sampling rate can be decreased according to the Larmor frequency.
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Figure 4.8 This figure shows amplitude spectra produced from the three-dimensional model for a
magnetized block (left) and demagnetized block (right). The source frequency was 100 Hz with an
amplitude of 1.3 kA/m. The demagnetized amplitude spectrum contains lower amplitude peaks than the
magnetized amplitude spectrum, closer to the amplitudes seen in the laboratory results for the same
magnetic field source, shown in Figure 4.6.

Example amplitude spectra are shown in Figure 4.8 for a source of amplitude 1.3 kA/m and frequency
100 Hz applied along the z-axis. These spectra show responses to demagnetized and magnetized initial
conditions. In the demagnetized scenario, domain magnetic moments point in different directions initially,
summing to a net zero initial magnetization. In the magnetized scenario, all domain magnetic moments
point in the same direction, creating an initial magnetization of M. In both cases, there is a clear peak at
the source frequency (100 Hz) along with a double frequency peak (200 Hz). The magnetized amplitude
spectrum contains one harmonic at 300 Hz, whereas the demagnetized case contains no harmonics.

The demagnetized amplitude spectrum contains peaks on a lower order of magnitude, ~ 10~%ue than
the demagnetized amplitude spectrum. Additionally, the amplitude spectrum does not contain any
harmonics, which is inconsistent with laboratory results. Larger magnetic fields of about ten times those
used to create the amplitude spectrum in Figure 4.8 are required to generate harmonics in the amplitude
spectrum of the demagnetized block. On the other hand, the magnetized amplitude spectrum contains one

harmonic at 300 Hz. These initial results lead us to explore the parameter sensitivity of the model,
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discussed further in this chapter, to generate amplitude spectra with more accurate prediction capabilities.
Sensitivity analysis to the applied magnetic field and the Gilbert damping parameter, «, are explored
further. a changes with the material temperature (Cochran et al., 1991; Mankovsky et al., 2013) and the
amplitude of the applied magnetic field (Djordjevic et al., 2006). To account for temperature changes, the
experimental relationship between « and temperature was used based on Mankovsky et al. (2013).

Changes of a with the amplitude of the applied magnetic field were not accounted for in this model.

4.2.1 Applied Magnetic Field Sensitivity
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Figure 4.9 These plots show the variation of the 100 Hz and 200 Hz peaks for 0.01 A/m to 1.02 A/m (left)
and 10 A/m to 98 A/m (right) from three-dimensional model outputs. The orange line in the low field case
is indicative of the magnetic field amplitude at which the 100 Hz signal is visible in the model amplitude
spectrum. The orange line in the high field case indicates the magnetic field strength at which the 100 Hz
signal matches the noise level.

Simulations were performed for a three-dimensional block of material given the properties of nickel,
eight cubic domains, and a domain side length of 1 nm. The model applied different magnetic field
strengths to the material and the magnitudes of the modeled 100 Hz and 200 Hz responses are shown in
Figure 4.9. The 100 Hz signal appeared in the model at a magnetic field strength of 0.14 A/m, however,
the 100 Hz signal magnitude was equal to a noise level of ~ 1072 pue, shown in Figure 4.6, at a magnetic
field amplitude of 26 A/m (1 mT = 795.77 A/m). The minimum magnetic field amplitude that the nickel
DMS fiber with two cladding wires and Bragg gratings has been shown to sense in the lab is ~80 A/m
(~0.1 mT), which is a 100 Hz amplitude spectrum response to a 100 Hz source frequency (Hileman et al.,
2022). The 100 Hz amplitude is detectable at higher magnetic fields than the model predicts. The model
also predicts that the 100 Hz response appears at lower magnetic fields than the 200 Hz response, which

matches laboratory observations discussed in Chapter 3 and Dejneka et al. (2024).
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The models that have been run likely are not capable of exactly predicting the correct magnetic field
strength because of a scale issue - the model is about 1000 orders of magnitude smaller than the fiber
magnetic wires. Because of this scale difference, it is not possible to include the number of domains that
would be present in the nickel cladding wires in reality. Since the domains have a magnetic field that has
the lowest energy state when all domains are aligned, more domains in a system mean that the material is
less susceptible to lower external magnetic fields due to skin depth (Cullity & Graham, 2009). This is part
of the reason why the model with only eight domains shows a response to lower magnetic fields than the

lab experiments do.
4.2.2 Damping Parameter Sensitivity

The Gilbert damping parameter is not a constant material property, so parameter sensitivity
simulations were performed to determine how much the results depend on «. In these simulations, the
amplitudes of the 100 Hz, 200 Hz, 300 Hz, 400 Hz, and 500 Hz amplitude spectrum responses to a 100 Hz
source of amplitude 10 kA /m were recorded and plotted against «, as in Figure 4.10.

Increasing the damping parameter varies the number of peaks that appear in the amplitude spectrum of
the three-dimensional model results, as shown in Figure 4.10. The number of peaks seems unpredictable for
a given damping parameter. The variation in the number of peaks does not show a clear trend with some
time domain signal issues at certain values of the damping parameter. In cases where there is a time
domain signal issue, the time domain response demonstrates random oscillations with no discernible
periodic behavior. Calculating the amplitude spectrum of these cases produces results that do not show a
clear signal in the amplitude spectrum.

From the results, it seems that the model is highly sensitive to changes in «. This is slightly
problematic for modeling the DMS fiber response accurately because the exact value of a varies
substantially, depending on temperature, material geometry, and magnetic field strength. The next section
will discuss sensitivity to temperature changes, however, additional studies must be performed to

understand the role of material geometry and magnetic field strength.
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Figure 4.10 Changing the damping parameter can result in the appearance of more or less harmonics in the
three-dimensional model (Hy = 10 kA/m). This figure shows how the amplitudes of the peaks in the
amplitude spectrum change based on « (top). Some signal issues appear at certain values of «, producing a
random time domain signal, as indicated in the top image. An example random time domain signal is
shown in the bottom image.
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4.2.3 Temperature Dependence
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Figure 4.11 These plots show the modeled relationship between temperature and M, (left), adapted from
Cullity & Graham (2009), and temperature and « (right), adapted from Mankovsky et al. (2013), for nickel.

Temperature modeling of the DMS fiber was performed using known relationships between My and «
with temperature (Cullity & Graham, 2009; Mankovsky et al., 2013). The data from the sources cited was

unavailable to us, so values for M, were calculated for a given temperature using
My = My [m — tanh(m/t)], (4.10)

where My is the magnetization saturation at 0K, m = M/My, and ¢ = T/T, with T, representing the
Curie temperature. The data for a as a function of temperature was fit to a Sigmoid function, resulting in
the relationship for nickel

0.10035642

o(T) = 0.12677279 — (1+ ¢—0.0851499(T—69.35616788) )

(4.11)

Figure 4.11 shows the plots resulting from equations 4.10 and 4.11. These functions approximate the data
reasonably well when compared to the original images. The amplitudes of the first two peaks of the
amplitude spectrum produced by the temperature model for Nickel at an applied magnetic field amplitude
of H =10 kA/m and a frequency of 100 Hz are shown in Figure 4.12. There is not a significant amount of
variation in the amplitude spectrum over the temperature range tested, which suggests that the signal does

not show high dependence on temperature fluctuations from -40°C to 50°C.

55



0.025

0.020
=
= 0.015 e 100 Hz
3 « 200 Hz
=
E
& 0.010
s

0.005

0.000

—40 -20 0 20 40

temperature (°C)

Figure 4.12 The amplitudes of the 100 Hz and 200 Hz peaks in the amplitude spectrum for simulations at
different temperatures are shown in this image. The field amplitude was set to 10 kA/m and a source
frequency of 100 Hz. There are only small variations in these peak amplitudes from -40°C to 50°C

4.2.4 Discussion of the Three-Dimensional Model

Comparison of the three-dimensional model amplitude spectra in Figure 4.8 to the laboratory spectrum
in Figure 4.6, reveals that the three-dimensional model is better at predicting relative amplitudes than the
two-dimensional model for a nickel DMS fiber with Bragg gratings. However, it does not come without its
limitations. These include longer computation time than the two-dimensional model and model size
limitations. Another limitation in application is uncertainty in the value of a high sensitivity parameter, «.
The uncertainty of « also applies to the two-dimensional model, but the two-dimensional model does not
show high sensitivity to .

The computation time of the three-dimensional model is on the order of minutes to hours as opposed to
the few seconds that the two-dimensional model takes to run. This limits how many simulations can be
performed by the three-dimensional model in the same amount of time. Additionally, if a larger model is
required than the simple cube model discussed in this section, the computation time increases greatly,
making it difficult to model the actual scale of the fiber. It is possible that future studies could address this
through implementation with parallel computing.

The uncertainty in the value of « is perhaps the most concerning issue. One way of solving this issue

without waiting for new research to be published in this area might be to optimize the value of alpha based
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on input data from the lab. This would only work if all other parameters are known well and if the
simulations produce amplitude spectra that represent the lab data well. Future efforts could be dedicated

to the development of « optimization code.
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CHAPTER 5
SUMMARY AND CONCLUSION

In this thesis, four key aspects of DMS were explored: (1) potential application areas for DMS were
evaluated using magnetic simulation methods, (2) laboratory experiments were performed to determine the
sensitivity and time dependence of the signal from a two Metglas cladding wire DMS fiber without Bragg
gratings, (3) field tests were performed with a DMS fiber with Bragg gratings and without Bragg gratings
to determine feasibility in field application, and (4) computational modeling of DMS was performed to

increase the understanding of the physical mechanisms that produce a signal in a DMS fiber.
5.1 Summary of Results

Chapter 2 provides insight into some potential application areas of DMS: seawater intrusion
monitoring, mine drainage monitoring, and lithium brine mining. A survey design involving the
deployment of a DMS fiber into a horizontal borehole to create a long was proposed. Through simulations,
it was found that a dense array of magnetic field sensors placed beneath the groundwater table is capable
of imaging boundaries between freshwater and (1) seawater, (2) a solution of Fe?* ions with a
concentration greater than 100 mg/L, and (3) a solution of Li* ions with concentrations typical of
economical brines (200 mg/L to 1500 mg/L).

Section 3.1 discusses laboratory experiments with DMS fiber with two Metglas cladding wires and no
Bragg gratings. These experiments found the magnetic field sensitivity of the fiber to be 0.2 mT, which is
lower than the sensitivity of a prototype fiber with Bragg gratings of 500 nT (Dejneka et al., 2024).
Experiments were also performed to determine the variation of the signal from the fiber without Bragg
gratings over time. It was found that peak amplitudes change over time in the amplitude spectrum.
Depending on the noise level, these changes can be large enough to make the signal undetectable at some
points in time even though it is detectable at other times.

Section 3.2 discusses field experiments performed with the DMS fiber with two Metglas cladding wires.
Field experiments with a solenoid and the fiber with Bragg gratings demonstrated that a solenoid elicits a
response in the DMS fiber up to 0.5 m away from the solenoid. Field experiments with TEM as a source
and a DMS fiber without Bragg gratings produced results with too much uncertainty to definitively say
that a DMS fiber without Bragg gratings is capable of sensing a TEM signal.

Chapter 4 provides insight into the physical mechanisms behind the DMS fiber response through

two-dimensional and three-dimensional computational modeling. Model sensitivities to external magnetic
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field strengths, initial conditions, source frequency, temperature, and the Gilbert damping parameter were
explored. Comparisons of the three-dimensional and two-dimensional model to laboratory results for a
DMS fiber with two nickel cladding wires and Bragg gratings reveal that the three-dimensional model
performs better at predicting the relative magnitude of peaks in the amplitude spectrum. However, the
three-dimensional model requires more computational time than the two-dimensional. Both models predict

harmonics in the amplitude spectrum, as seen in laboratory experiments.
5.2 Future Work

Further research into DMS that could build on the work discussed in this thesis includes avenues of
application simulation, laboratory tests, field tests, and computational modeling.

Applications in seawater intrusion monitoring, mine drainage monitoring, and lithium brine monitoring
were considered in this thesis. The models could be improved to represent more realistic application
conditions in a few ways. For all applications considered, future models could incorporate alternating
magnetic fields to replicate optimal conditions for the DMS fiber. Models can also include gradients of
concentration for the mine drainage and lithium brine monitoring application areas to simulate more
realistic conditions. Future models could also include potential noise sources in the TMI anomaly results.
It would be of interest to create a model for a vertical borehole as well since vertical boreholes are more
commonly implemented in hydrogeology. Most importantly, future models should apply an external
magnetic field only to the borehole to simulate where the magnetic field would be applied in real
applications given an easily available solenoid source, discussed further in Appendix E. Finally, further
application areas mentioned in Dejneka et al. (2024) can be modeled to support the feasibility of DMS
surveys in these application areas.

Laboratory tests to determine the magnetic field sensitivity of the DMS fiber with two Metglas cladding
wires without Bragg gratings were only performed for a source frequency of 1000 Hz in this thesis due to
laboratory equipment limitations. Future testing could determine sensitivity at lower source frequencies
with appropriate laboratory equipment. Of particular interest, magnetic field sensitivity could also be
determined at the operational frequencies of commercial magnetic susceptibility meters, e.g. the
Kappabridge MFK2 which operates at 976 Hz, 3904 Hz, and 15616 Hz. Laboratory experiments to
determine the fiber response when the fiber is in water with different concentrations of salt, Fe?*, or Lit
would provide support for the application areas simulated in this thesis. Finally, the method of manual
fiber alignment in the laboratory made it difficult to perform tests. Refinement of the manual fiber

alignment method or the use of fiber connectors could solve this issue.
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Field tests of the Metglas DMS fiber with Bragg gratings and a TEM source can be performed in the
future. The higher sensitivity of the Bragg grating fiber may clarify uncertainties in field test results found
in the results produced by the fiber without Bragg gratings. Other geophysical sources should be
considered as well for future field tests. Testing of the DMS fiber in the application areas explored with
simulations would also be valuable, provided the sensitivity of the DMS fiber improves with future research.

Further computational modeling efforts of the DMS response would be valuable for improving the
modeled fiber response and integration into geophysical schemes. These efforts may be best directed
toward the refinement of the three-dimensional model. Including realistic cladding wire geometry and
refinement of the Gilbert damping parameter, «, with an « optimization code may be promising research

avenues. Additional efforts could include DAS principles in the modeling code.
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APPENDIX A
MODELING CODE

The code used to run the application simulations, two-dimensional model, and three-dimensional model
are listed here. They are also accessible on my Github at:

https://github.com/quasiStellar45/Magnetostriction (DOI: 10.5281 /zenodo.14194765)

Listing A.1: The seawater intrusion simulation code.

2999

Seawater intrusion model

The seawater intrusion model is run with this script.
It can be set to be a simple model with a single boundary
or a realistic (complex) model with a gradient, dipping

boundary .
»n»

# Import Modules

#
#

import numpy as np

from scipy.interpolate import LinearNDInterpolator
import matplotlib as mpl

import matplotlib.pyplot as plt

import os

import sys

sys.path.append(r’C:\ Users\Tomas\simpeg ')

from discretize import TensorMesh

from discretize.utils import mkvc, active_from_xyz
from SimPEG. utils import plot2Ddata

from SimPEG import maps

from SimPEG. potential_fields import magnetics

# User Input

R

#

# Define code directions and certain variables here.

# For further edits, you may need to edit the code below this section.

#

write_output = True # True to output the forward model results

output_location = ’test’ # output folder within ’outputs’

gradient = True # True if you want a gradient boundary

simple = True # True for simple model, False for complex

boundary = —5 # define the boundary for the simple model, this is not
used in the complex model

suffix = ’75m’ # output file suffix
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depth = 75 # define the sensor depth

# Topography
A

#
# Surface topography is defined as an (N, 3) numpy array. We create it here but
# topography could also be loaded from a file.

#

[x-topo, y-topo] = np.meshgrid(np.linspace(—50, 50, 100), np.linspace(—50, 50, 100))
z_topo = np.sqrt ((x-topo)*x2+(y_topo)*%2)

x_topo, y-topo, z_-topo = mkvc(x_topo), mkvc(y-topo), mkvc(z_-topo)

xyz_-topo = np.c_[x_topo, y_topo, z_topo]

# Defining the Survey
#
#
# Here, we define survey that will be used for the simulation. Magnetic

# surveys are simple to create. The user only needs an (N, 8) array to define
# the zyz locations of the observation locations, the list of field components
# which are to be modeled and the properties of the FEarth’s field.

#

# Define the observation locations as an (N, 8) numpy array or load them.
xr = np.linspace(—50, 50, 50)

yr = np.linspace(—50, 50, 3)

x, y = np.meshgrid(xr, yr)

x, y = mkve(x.T), mkve(y.T)

fun_interp = LinearNDInterpolator (np.c_[x_-topo, y_-topo], z_topo)

z = — depthxnp.ones(len(y)) # Sensor location in m below surface.
receiver_locations = np.c_-[x, y, z]

# Define the component(s) of the field we want to simulate as a list of strings.
# Here we simulation total magnetic intensity data.
components = [”tmi”]

# Use the observation locations and components to define the receivers. To
# simulate data, the receivers must be defined as a list.
receiver_list = magnetics.receivers.Point(receiver_locations , components=components)

receiver_list = [receiver_list]

# Define the inducing field HO = (intensity [nT], inclination [deg], declination [

deg])
inclination = 0
declination = 90

strength = 560000

source_field = magnetics.sources. UniformBackgroundField (
receiver_list=receiver_list ,
amplitude=strength ,
inclination=inclination ,
declination=declination ,

)

# Define the survey
survey = magnetics.survey.Survey(source_field)
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# Defining a Tensor Mesh
#
#

# Here, we create the temsor mesh that will be used for the forward simulation.

#

dh = 2

hx = [(dh, 50)]

hy = [(dh, 50)]

hz = [(dh, 50)]

mesh = TensorMesh ([hx, hy, hz], ”?CCN”)

# Defining a Susceptibility Model
#
#

# Here, we create the model that will be used to predict magnetic data
# and the mapping from the model to the mesh. The model
# consists of a susceptible sphere in a less susceptible host.

#

# Define susceptibility values for each wunit in SI
background_susceptibility = le—5

fresh_susceptibility = —3e—5
saline_susceptibility = —6.5e—5
mixed_susceptibilityl = —5e—b
mixed_susceptibility2 = —4e—5

# Find cells that are active in the forward modeling (cells below surface)
ind_active = active_from_xyz (mesh, xyz_topo)

# Define the model
model = background_susceptibility # np.ones(ind_active.sum())

# Define mapping from model to active cells
nC = int(ind_active .sum())

model_map = maps. IdentityMap (nP=nC) # model is a vlue for each active cell

# Define model blocks

ii =0
if simple:
xr = [boundary]

for e in xr: # for simple boundary with gradient, replace zr with [boundary]
including the brackets

ind_saline = (
(mesh.gridCC[ind_-active, 0] >= min(x))
& (mesh.gridCC[ind_active , 0] <= e)
& (mesh.gridCC[ind_active, 2] < —5 4+ 1ii)
)
if gradient:
ind_mix1l = (
(mesh.gridCC[ind_active , 0] > e)
& (mesh.gridCCJlind_active , 0] <= e+10)
& (mesh.gridCCJlind_active , 2] < —5 4 ii)
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)

ind_mix2 = (
(mesh.gridCC[ind_active , 0] > e+10)
& (mesh.gridCCJlind_active , 0] <= e+30)
& (mesh.gridCClind_active , 2] < —5 + ii)
)

ind_fresh = (
(mesh.gridCC[ind_active , 0] > e+30)
& (mesh.gridCCJlind_active , 0] <= max(x))
& (mesh.gridCC[ind_active , 2] <

)

model [ind_-mix]1 | mixed_susceptibilityl

model [ind_mix2] = mixed_susceptibility?2
else:

ind_fresh = (

(mesh.gridCC[ind_active , 0] > e)
& (mesh.gridCC[ind_active, 0] <= max(x))
& (mesh.gridCClind_active, 2] < —5 + ii)
)
model [ind_saline] = saline_susceptibility
model [ind_fresh] = fresh_susceptibility
ii 4= -2
# Plot Model
fig = plt.figure(figsize=(9, 4))
plotting_map = maps. InjectActiveCells (mesh, ind_active , np.nan)

axl = fig.add-axes([0.1, 0.12, 0.73, 0.78])
mesh. plot_slice (

plotting_map #* model,

normal="Y" |

ax=axl ,

ind=int (mesh.shape_cells [1] / 2),

grid=True,

clim=(np.min(model), np.max(model)),
)
axl.set_title ("Model_slice_at_y.=.0.m")
axl.set_xlabel ("x.(m)”)
axl.set_ylabel ("z_(m)”)

ax2 = fig.add_axes ([0.85, 0.12, 0.05, 0.78])

norm = mpl. colors.Normalize (vmin=np.min(model), vmax=np.max(model))

cbar = mpl. colorbar. ColorbarBase (ax2, norm=norm, orientation="vertical”)
cbar.set_label (" Magnetic.Susceptibility.(SI)”, rotation=270, labelpad=15, size=12)

plt .show ()

# Simulation: TMI Data for a Susceptibility Model
#
#

# Here we demonstrate how to predict magnetic data for a magnetic
# susceptibility model using the integral formulation.

70



#

# Define the forward simulation. By setting the ’store_sensitivities’ keyword
# argument to "forward_-only”, we simulate the data without storing the sensitivities
simulation = magnetics.simulation.Simulation3DIntegral (

survey=survey ,

mesh=mesh ,

model_type="scalar” ,

chiMap=model_map ,

ind_active=ind_active ,

store_sensitivities="forward_only”

)

# Compute predicted data for a susceptibility model
dpred = simulation.dpred (model)

# Plot
fig = plt.figure(figsize=(6, 5))
v_max = np.max(np.abs(dpred))

axl = fig.add-axes ([0.1, 0.1, 0.8, 0.85])
plot2Ddata (

receiver_list [0].locations

dpred ,

ax=ax1 ,

ncontour =30,

clim=(—v_max, v_max),

contourOpts={"cmap”: "bwr” },

)

pl = axl.plot(x,y,’. ,label="sensors’)
axl.set_title ("TMI_Anomaly”)
axl.set_xlabel ("x.(m)”)

axl.set_ylabel ("y.(m)”)

axl.legend (handles= pl)

ax2 = fig.add_axes ([0.87, 0.1, 0.03, 0.85])

norm = mpl. colors.Normalize (vmin=np .max(np.abs(dpred)), vmax=np.max(np.abs(dpred)))
cbar = mpl. colorbar. ColorbarBase (
ax2, norm=norm, orientation="vertical”, cmap=mpl.cm.bwr

)

cbar.set_label ("$nT$”, rotation=270, labelpad=15, size=12)

plt .show ()

# Optional: Ezport Data
#

#
# Write the data and topography

#

if write_output:
dir_path = os.path.dirname( __file__).split (os.path.sep)
dir_path .extend ([” outputs”])
dir_path .extend ([output_location])
dir_path = os.path.sep.join (dir_path) 4+ os.path.sep

if not os.path.exists(dir_path):
os . mkdir (dir_path)
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fname = dir_path + ”"magnetics_topo.” + suffix +7.txt”
np.savetxt (fname, np.c_[xyz_topo], fmt="%.4e”)

np.random.seed (211)

maximum_anomaly = np.max(np.abs(dpred))

noise = 0.02 % maximum_anomaly * np.random.randn (len(dpred))

fname = dir_path 4+ ”"magnetics_data.” + suffix +”.obs”

np.savetxt (fname, np.c-[receiver_locations , dpred + noise], fmt="%.4e”)
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Listing A.2: The mine drainage and lithium brine simulation code.

999

Mine drainage/Lithium model

This model can be used to simulate lithium and mine

drainage scenarios. The output is a TMI anomaly plot.
»”»»

# Import Modules

#
#

import numpy as np

from scipy.interpolate import LinearNDInterpolator
import matplotlib as mpl

import matplotlib.pyplot as plt

import os

import sys

sys.path.append(r’C:\ Users\Tomas\simpeg’)

from discretize import TensorMesh

from discretize.utils import mkvc, active_from _xyz
from SimPEG. utils import plot2Ddata

from SimPEG import maps

from SimPEG. potential_fields import magnetics

# User Input

s

#

# Define code directions and certain variables here.

# For further edits, you may need to edit the code below this section.

#

write_output = False # True to output the forward model results

output_location = ’test’ # output folder within ’outputs’

gradient = False # True if you want a gradient boundary

simple = True # True for simple model, False for complex

boundary = 0 # define the boundary for the simple model, this is
used in the complex model

suffix = "1500m’ # output file suffiz

depth = 10 # define the sensor depth

metal_concentration = 1500 # mg/L

amu = 6.9410 # g/mol (Li), Fe: 55.845

p2 = 15 # Li, Fe:24

# Topography
o
#

not

# Surface topography is defined as an (N, 3) numpy array. We create it here but

# topography could also be loaded from a file.
#

[x_-topo, y_-topo] = np.meshgrid(np.linspace(—50, 50, 100), np.linspace(—50, 50,
z_topo = np.sqrt ((x-topo)*x2+(y_topo)*%2)

73

100))



X-topo, y-topo, z_-topo = mkvc(x_topo), mkvc(y-topo), mkvc(z_-topo)
xyz_-topo = np.c_[x_topo, y_topo, z_topo]

# Defining the Survey
#
#
# Here, we define survey that will be used for the simulation. Magnetic

# surveys are simple to create. The user only needs an (N, 8) array to define
# the zyz locations of the observation locations, the list of field components
# which are to be modeled and the properties of the FEarth’s field.

#

# Define the observation locations as an (N, 8) numpy array or load them.
xr = np.linspace(—50, 50, 50)

yr = np.linspace(—50, 50, 3)

x, y = np.meshgrid(xr, yr)

x, y = mkve(x.T), mkve(y.T)

fun_interp = LinearNDInterpolator (np.c_[x-topo, y-topo], z_topo)

z = — depth*np.ones(len(y)) # Sensor location in m below surface.
receiver_locations = np.c_-[x, y, z]

# Define the component(s) of the field we want to simulate as a list of strings.

# Here we simulation total magnetic intensity data.

components = [”tmi”]

# Use the observation locations and components to define the receivers. To

# simulate data, the receivers must be defined as a list.

receiver_list = magnetics.receivers.Point(receiver_locations , components=components)

receiver_list = [receiver_list]

# Define the inducing field HO = (intensity [nT], inclination [deg], declination [

deg])
inclination = 0
declination = 90

strength = 560000

source_field = magnetics.sources.UniformBackgroundField (
receiver_list=receiver_list ,
amplitude=strength ,
inclination=inclination ,
declination=declination ,

)

# Define the survey
survey = magnetics.survey.Survey(source_field)

# Defining a Tensor Mesh
#
#

# Here, we create the temsor mesh that will be used for the forward simulation.

#

dh = 2
hx = [(dh, 50)]
hy = [(dh, 50)]
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hz = [(dh, 50)]
mesh = TensorMesh ([hx, hy, hz], ”CCN”)

# Defining a Susceptibility Model
#

#
# Here,

# and the mapping from the model to the mesh.
# consists of a susceptible sphere in a less

#

we create the model that will be used to predict magnetic data
The model
susceptible host.

# Define susceptibility values for each wunit in SI

background_susceptibility = le—5

fresh_susceptibility = —1.65e—5 #-9e¢—06

concentration = metal_concentration /(amux1000) # Moles/L

¢ = concentration*1000 # moles/m"3

cmol = 1.571e—6%p2

tt = 295 # temperature in K

iron_susceptibility = —1.575e—5 #fresh_susceptibility + cxcmol/tt
mixed_susceptibilityl = —1.625e—5

mixed_susceptibility2 = —1.6e—5

# Find cells
ind_active = active_from_xyz (mesh, xyz_topo)

# Define the model

that are active in the forward modeling (cells

below surface)

model = background_susceptibility * np.ones(ind_-active .sum())

# Define mapping from model to active cells
nC = int(ind_active .sum())

model_map = maps.IdentityMap (nP=nC)

# Define model blocks

ii =0
if simple:
xr = [boundary |

for e in xr: # for simple boundary with gradient,

including the brackets

ind_fresh = (
(mesh.gridCC[ind_active , 0] >= min(x))
& (mesh.gridCC[ind_active , 0] <= e)
& (mesh.gridCC[ind_active ,
)
if gradient:
ind_mixl = (

# model is a vlue for each active

2] < =5 + ii)

cell

replace zr with [boundary]

(mesh.gridCC[ind_active , 0] > e)
& (mesh.gridCClind_active , 0] <= e+10)
& (mesh.gridCCJlind_active , 2] < ii)
)
ind_mix2 = (
(mesh.gridCC[ind_active , 0] > e+10)

& (mesh.gridCC[ind_active, 0]
2]

& (mesh.gridCC[ind_active , < ii)
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ind_iron= (
(mesh.gridCC[ind_active , 0] > e+30)
& (mesh.gridCC[ind_active , 0] <= max(x))
& (mesh.gridCCJlind_active , 2] < ii)

)

model [ind_mix1] = mixed_susceptibilityl

model [ind-mix2] = mixed_susceptibility2
else:

ind_iron = (

(mesh.gridCC[ind_active , 0] > e)
& (mesh.gridCC[ind_active , 0] <= max(x))
& (mesh.gridCCJlind_active , 2] < —5 4 ii)

model[ind_iron] = iron_susceptibility
model [ind_fresh] = fresh_susceptibility
i 4= -2

# Plot Model
fig = plt.figure(figsize=(9, 4))

plotting_.map = maps.InjectActiveCells (mesh, ind_active, np.nan)
axl = fig.add_axes ([0.1, 0.12, 0.73, 0.78])
mesh. plot_slice (
plotting_map = model,
normal="Y" |
ax=axl ,
ind=int (mesh.shape_cells [1] / 2),
grid=True,
clim=(np.min(model), np.max(model))
)
axl.set_title ("Model_slice _at_y.=_.0.m”)
axl.set_xlabel ("x.(m)”)
axl.set_ylabel ("z.(m)”)

ax2 = fig.add_axes ([0.85, 0.12, 0.05, 0.78])

norm = mpl. colors.Normalize (vmin=np.min(model), vmax=np.max(model))

cbar = mpl. colorbar. ColorbarBase (ax2, norm=norm, orientation="vertical”)
cbar.set_label (" Magnetic_.Susceptibility .(SI)”, rotation=270, labelpad=15, size=12)

plt .show ()

# Simulation: TMI Data for a Susceptibility Model

#
#

# Here we demonstrate how to predict magnetic data for a magnetic
# susceptibility model using the integral formulation.

#

# Define the forward simulation. By setting the ’store_sensitivities’  keyword

# argument to "forward_only”, we simulate the data without storing the sensitivities
simulation = magnetics.simulation.Simulation3DIntegral(

survey=survey ,
mesh=mesh ,
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model _type="scalar” ,
chiMap=model_map ,
ind_active=ind_active ,
store_sensitivities="forward_only”

)

# Compute predicted data for a susceptibility model
dpred = simulation.dpred(model)

# Plot
fig = plt.figure(figsize=(6, 5))
v_max = np.max(np.abs(dpred))

axl = fig.add.axes ([0.1, 0.1, 0.8, 0.85])
plot2Ddata (

receiver_list [0].locations ,

dpred ,

ax=axl ,

ncontour =30,

clim=(—v_max, v_max),

contourOpts={"cmap”: "bwr” },

)

pl = axl.plot(x,y,’ . ,label="sensors’)
axl.set_title ("TMI_.Anomaly” )
axl.set_xlabel ("x.(m)”)

axl.set_ylabel ("y.(m)”)

axl.legend (handles= pl)

ax2 = fig.add_axes ([0.87, 0.1, 0.03, 0.85])
norm = mpl. colors.Normalize (vmin=-np.max(np.abs(dpred)), vmax=np.max(np.abs(dpred)))
cbar = mpl. colorbar. ColorbarBase (
ax2, norm=norm, orientation="vertical”, cmap=mpl.cm.bwr
)

cbar.set_label ("$nT$”, rotation=270, labelpad=15, size=12)

plt .show ()

# Optional: Export Data

#

#
# Write the data and topography

#

if write_output:
dir_path = os.path.dirname( __file__).split (os.path.sep)
dir_path .extend ([” outputs”])
dir_path .extend ([output_location])
dir_path = os.path.sep.join(dir_.path) + os.path.sep

if not os.path.exists(dir_path):
os.mkdir (dir_path)

fname = dir_path + ”"magnetics_topo.” + suffix +7.txt”
np.savetxt (fname, np.c.[xyz_topo], fmt="%.4e”)

np.random. seed (211)

maximum_anomaly = np.max(np.abs(dpred))
noise = 0.02 % maximum_anomaly * np.random.randn (len(dpred))

77



fname = dir_path + ”"magnetics_data_.” 4+ suffix +”.o0bs”
np.savetxt (fname, np.c_[receiver_locations , dpred 4+ noise], fmt="%.4e”)
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Listing A.3: The contour plotting code for the simulation codes.

’ 00

TMI anomaly contour plotting script

This script ts used to plot contours along y = Om.
All output files desired should be placed in the
same folder. The ending of a file should be a number

followed by 'm’. For example, magnetics_data_30m.obs

import os

import numpy as np

import matplotlib.pyplot as plt
import sys

import re

sys.path.append(r’C:\ Users\Tomas\simpeg’)
# input plot title here
plot_title = r’Li$"{+}$_concentration.(mg/L)’

def break_string_at_underscore_and_dot(s):
# Use regex to split the string at both _ and
return re.split (r’[_\.\(m)]’, s)

def convert_to_float (s):
num = float(s)
if num.is_integer ():
return int (num)
else:
return num

# files to work with

dir_path = os.getcwd () + ’\\outputs\\lithium_concentration\\’
file_list = os.listdir (dir_path)

# retrieve all file suffizes

suffix = []
for file in file_list:
s = break_string_at_underscore_and_dot (file)

suffix .append(s[3])
# retrieve unique wvalues in suffizx list and order them in ascending order
suffix = list (set(suffix))

float_list = [convert_to_float(s.replace(’,’,’.7)) for s in suffix]
float_list = sorted(float_list)
suffix = [str(f) for f in float_list]

# plot all results
fig = plt.figure(figsize=(10, 8))
plt.ylabel (’"TMI_anomaly._value.(nT)’, size=20)
plt.xlabel (’x.(m)’,size=20)
plt.xticks (fontsize=20)
plt.yticks (fontsize=20)
plt.title ("Model_profile .comparison_at._y.=.0.m” , size=20)
plt.grid ()
for e in suffix:
e = e.replace(’.7,7,7)
topo_filename = dir_path + ”"magnetics_topo.” + e + "m. txt”

79



data_filename = dir_path + ”"magnetics_data_” + e + ”"m.obs”

topo_xyz = np.loadtxt(str(topo_filename))
dobs = np.loadtxt (str(data_filename))

receiver_locations = dobs[:, 0:3]
dobs = dobs[:, —1]
x = receiver_locations [:,0]
y = receiver_locations [:,1]
ydata = []
for ii in range(0,len(y)):

if y[ii] = 0:

ydata.append ((x[ii],dobs[ii]))

xvals = [x for x, y in ydata]

cdata = [y for x, y in ydata]

e = e.replace(’,’,7.7)
plt . plot (xvals[1: —1],cdata[l: —1] ,marker="." ,linestyle="—",label=e)

plt.legend (title=plot_title)
plt .show ()
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Listing A.4: Two-dimensional magnetostriction model code in MATLAB.

%% Model of Isotropic, 2D, Single Domain Magnetostricitive Response

% The assumptions are that the material is homogeneous and isotropic ,

% there are 2 dimensions, there is one domain, the magnetic field is

% uniform in space, the strain measurement direction is in the same

% direction as the magnetic field, and the magnetic moment torque response
% is instantaneous. The source is sinusoidal with changeable phase and

% frequency. The damping parameter is unknown and can be altered to

% examine changes in the response.

clear;

close all

%% Which Plots to Generate — enter true or false (1 or 0)
dynamics_plots = 0; % theta dynamics plots

strain_plot = 0; % strain plot
FFT_plot = 1; % FFT plot
run_large = 0; % large scale animation
run_small = 0; % small scale animation
% — both animations cannot run at the same time

% — make sure to check parameters in animations
% section before running

%% Adjustable Parameters

% Material Properties

Ms = 4.908e2; % kA/m, Saturation magnetization of Ni at 298K

LO = —34; % ppm, saturation magnetostriction of Ni

lambda = 1.2e4; % adjustable damping parameter

% Source Properties, H = HO0sin(omegaxt—phi)+H_bias or

% HOsquare (omegaxt)+Hbias

HSource = 1; % set to 1 for a sin source, 0 for a square wave. To
% run the square wave you will need MATLAB’s signal
% processing package.

f = 100; % Hz, source frequency: omega = 2pi*f

HO = 1.3; % kA/m, source amplitude

phi = 0; % radians, source phase; if set to —pi/2, the source becomes
% cosine.

H_bias = 0; % Add a bias to the source signal. If =0, no bias is included

% Initial Conditions and FFT Parameters
thetaO0 = 5+pi/6; % radians, initial theta position

t_.0 = 0; % s, time where theta and strain plots begin

t_f = 10; % s, final time

fs = leb; % Hz, FFT sampling frequency

sety = 30; % yazis upper limit of the FFT

%% Animations — check these parameters before running the animations

% Large Scale Animation — displays all motion of the magnetic moment
step-large = 10; % iteration step of animation

Hfactor_large = 5; % factor to increase the magnetic field wvector by.

% This value should be H_factor+HO <= Ms.
t_frac_large = 50; % What fraction of the total time do you want to run?

% Small Scale Animation — displays small scale motion of magnetic moment

% when H is in the theta = 0 direction. Run the large scale animation first
% to see if there are small oscillations. If there are, run this animation
% to increase the size of those small scale oscillations.

step-small = 1; % iteration step of amnimation
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Hfactor_small = 5; % factor to increase the magnetic field wvector by
t_frac_small = 200; % What fraction of the total time do you want to run?
theta_limit_0 = 5e—10; % upper limit of thetas of interest when the magnetic
% field is pointing in the direction of theta = 0.
% Note that this may need to be on the order of
% 10°—10 for high HO (>10 kA/m).
theta_factor_0 = 1eb5; % factor to increase theta by when the magnetic
% field 1is pointing in the theta = 0 direction.
% Note that this may need to be on the order of 10°5
% for high HO and low theta_limit_0.

%% Constants and some Calculations

g = 2; % spectroscopic splitting factor for e— spin
e = 1.6e—19; % C, e— charge

¢ = 3e8; % m/s, speed of light

me = 9.1e—31; % kg, e— mass

k = pixde—7; % H/m

gamma = gxe/(2*xmexc) ; % constant related to angular momentum
alpha = lambda/(gammaxMs); % damping constant
omega = 2%pixf; % Radians/s source frequency

%% ODE Solver (5th order Runge—Kutta Method)

n=1;
%for n=1:length(f)
tspan = 0:1/fs:t_f—1/fs; % s, time span of interest

if HSource = 1

H = HOxsin (omegaxtspan—phi)+H_bias; % magnetic field signal
else

H = HOxsquare (omegaxtspan) ;

end

[t(:,1),theta(:,1)] = ...
ode45(Q(t,theta) LLG2D(t,theta ,gamma, alpha ,HO,omega, phi, HSource, H_bias) ,tspan,
theta0) ;
%end
%% Plot of theta
if HSource = 1

=1
else

i =0
end
if dynamics_plots = true
figure (1)
%subplot(2+5,1,1)
plot (t,theta, =)

xlabel (’Time.(s) ) ;

ylabel (’$\theta.(radians)$’,  Interpreter’, ’latex’);
title (’Magnetic_Moment_Angle )

xlim ([t-0 t_-f])

yyaxis right

plot (t,H, 'r’)

ylim ([—10%xHO 10xHO])

ylabel ( "H. (kA/m) )

legend (’$\theta$’,’H’ ,’Interpreter ', ’latex’)

%% Plot of Angular Velocity
dthetadt = LLG2D(t,theta ,gamma, alpha ,H0,omega, phi,HSource,H _bias); % Calc dthetadt
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figure (2)

%subplot(2+5,1,2)

plot (t,dthetadt,’—’)

xlabel (’Time.(s)’);

ylabel (’$\dot{\theta}_(radians/s)$’, Interpreter’, ’latex’);
title (’Magnetic_.Moment._Angular.Velocity ’)
xlim ([t-.0 t_f])

yyaxis right

plot (t ,H, 'r’)

ylim ([~ 10%HO 10+H0])

ylabel ("H. (kA/m) )

vl = legend (’'$\dot{\theta}$’,'H");

El

set(vl, ’'Interpreter’, ’latex’);

%% Plot of Angular Acceleration

% Calculate angular acceleration (only for sine wave)
if HSource = 1

d2thetadt2 =

—gammax(1+alpha "2) /(1+alpha)*HO*(omegaxcos (omegaxt—phi).*sin (theta) ...

+ dthetadt.*(sin(omegaxt—phi)+H_bias).xcos(theta));

figure (3)

%subplot (8,1,3)

plot(t,d2thetadt2,’—")

xlabel (’Time.(s)’);
ylabel(’$\ddot{\theta}_(radians/s"2)$’, Interpreter’,’latex’);
title (’Magnetic.Moment_Angular_Acceleration’)
xlim ([t.0 t_f])

yyaxis right

plot (t ,H, r”)

ylim ([~ 10%HO 10%HO])

ylabel ("H. (kA/m) )

al = legend(’$\ddot{\theta}$’ 6 'H’);

set (al, ’'Interpreter’, ’latex’);

end

end

%% Plot of Strain
11 = 3/2+%L0.x(cos(theta)."2—1/3); % ppm, homogeneous strain response
if strain_plot = true

figure (4)

plot (t,11,’—")

xlabel (’Time.(s)’);

ylabel (’\lambda_{\theta}_(ppm)’);
title (’Strain._.Response’)

xlim ([t-0 t_f])

yyaxis right

plot (t ,H, 'r’)

ylim ([—10%xHO 10xHO])

ylabel ("H_(kA/m) )

legend ( ’\lambda_{\theta}’, 'H’)
end

%% Fourier Transform

if FFT_plot = true
y = fft(11);
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N = fsxt_f; % number of samples
fq = fs*(0:N/2—1)/N; % convert to frequency domain

figure (5)

plot (fq ,abs(y(1:N/2)/N))

xlabel (’f_(Hz) ")

ylabel (’Magnitude )

title (’Model_Amplitude_Spectrum )

ylim ([0 sety])

xlim ([0 10xf])

%legend (strcat ('f-1=",string(f(1))),strcat(’f-2=",string(f(2))))

end

%% Motion Animation
% The magnetic moment is blue and the magnetic field is red. Hfactor
% mutliplies the magnetic field by a specified constant.

if run_large = true
e = 1/4;
a=1;

theta_.r = 0:2%pi;

r = sqrt(a"2«(1—e"2)/(1—e"2%cos(theta_r)));

for i=1l:step_large:length(t)/t_frac_large
figure (4)
polarplot (theta(i)=*(0:1) ,0:1,’b—",[0 0],Hfactor_large*[0 H(i)/Ms], 'r—")
title (strcat (’Time:’ ,{ .’} ,string (t(i)),’s’))

end

end

%% Small Motion Animation
% This animation displays the small angle motion on a polar plot and
% amplifies it so it can be seen better.
if run_small = true
for i = l:step_small:length(t)/t_frac_small
if (abs(l—cos(theta(i))) < theta_limit_0)
figure (5)
polarplot (theta_factor_Oxtheta(i)=(0:1),0:1,’b—",[0 0],Hfactor_small«[0
H(i)/Ms], r—")
title (strcat (’Time:’ ,{’_"},string (t(1)),’s’))
else
figure (6)
polarplot (0,1,[0 0],Hfactor_small*[0 H(i)/Ms], 'r—")
title (strcat (’Time:’ ,{’."},string(t(i)),’s’))
end
end
end
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Listing A.5: Two-dimensional magnetostriction nonlinear analysis code in MATLAB.

%% Non—linear Analysis

% This is a look into the non—linearity of the system and what it means in
% terms of chaos theory. Hopefully this will provide some insight into the
% system ’s behavior.

clear;

close all

%% Plots to generate
% state space, delta theta, and poincare
state_plots = 0;

% Amplitude plots for harmonics at different HO
amp_plots = 1;
HHO = 1; % kA/m, source amplitude range of interest

% HO varying with theta0
initial_conditions = 0;
theta_i = 0:pi/10:pi; % radians, range of initial theta wvalues

% Plot harmonic amp with different f

f_plots = 0;
ff = 1:1:100; % Hz, range of frequency
omega_vec = 2xpixff; % rad/s, angular frequency

%% Adjustable Parameters

% Material Properties

Ms = 4.908e2; % kA/m, Saturation magnetization of Ni at 298K
L0 = —34; % ppm, saturation magnetostriction of Ni

lambda = 4.5e3; % adjustable damping parameter

% Source Properties, H = HOsin(omega*t—phi)

f = 100; % Hz, source frequency: omega = 2pi*f

HO = 1; % kA/M, source amplitude

phi = 0; % radians, source phase — if set to —pi/2, the source becomes cos

% Initial Conditions and FFT Parameters

theta0 = [2xpi/3 2xpi/3.01]; % radians, initial theta positions. These should
% be close together to examine plots.

1; % s, time where theta and strain plots begin

= 1.1; % s, final time

s = 1le6; % Hz, FFT sampling frequency

t_0
t_f
f

%% Constants and some Calculations

g 2; % spectroscopic splitting factor for e— spin
e =1.6e—19; % C, e— charge

c 3e8; % m/s, speed of light

me = 9.1e—31; % kg, e— mass

gamma = gxe/(2*xmexc); % constant related to angular momentum
alpha = lambda/(gammaxMs); % damping constant
omega = 2xpixf; % Radians/s source frequency

%% ODE Solver (Runge—Kutta Method)

tspan = 0:1/fs:t_f—1/fs; % s, time span of interest
H = HO*sin (omegaxtspan—phi); % magnetic field signal
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t = zeros(length(tspan),length(theta0));
theta = zeros(length(tspan) ,length(theta0));
if state_plots = 1

for i = 1l:length(thetal)
[t(:,i),theta(:,i)] = ...

ode45(Q(t,theta) LLG2D(t,theta ,gamma, alpha ,HO,omega,phi,1,0) ,tspan,theta0(i));
end

% Solve for dthetadt and d2thetadt2 for analysis

dthetadt = LLG2D(t,theta ,gamma, alpha ,H0O,omega,phi,1,0);

d2thetadt2 =
—gammax(1+alpha “2) /(1+alpha)*HOx(omegaxcos (omegaxt—phi).xsin(theta) ...
+ dthetadt.+sin(omegaxt—phi).*cos(theta));

%% State Space

% Plot to see the dymamics in phase space
theta_0_pi = wrapToPi(theta);

t_initial = find (t(:,1)>=t_0);

figure (1)

subplot (2,1,1)

plot (theta(t_-initial ;1) ,dthetadt(t_initial ,1),’—")
xlabel (’\theta’)

ylabel(’$\dot{\theta}$’ ,’Interpreter’,’latex’)
legend (strcat (’\theta_0=",string (theta0(1))))
subplot (2,1,2)

plot (theta(t_-initial ,2),dthetadt(t_initial ,2),’—’,color=[0.9290 0.6940 0.1250])
xlabel(’\theta’)

ylabel (’$\dot{\theta}$’, Interpreter’,’ latex’)
legend (strcat (’\theta_0=",string (theta0(2))))
sgtitle (’State.Space’)

%% Difference in Thetas

delta = theta(:,2) — theta(:,1);

logdelta = loglO(abs(delta));

dll = 3/2xL0.*(cos(theta(:,2))."2—-1/3)—3/2%L0.x(cos(theta(:,1))."2—1/3); % ppm,
homogeneous strain response

figure (2)

subplot (3,1,1)

plot (t(:,1) ,delta)
ylabel(’\Delta\theta’,’FontSize’ ,12)

title (’Difference._in_Magnetic_Moment_Direction ’)
subplot (3,1,2)

plot(t(:,1),logdelta)

ylabel(’log|\ Delta\theta|’,’FontSize’ ,12)
subplot (3,1,3)

plot (t(:,1),dl1l)
ylabel(’\Delta\lambda_{\theta}’,’FontSize’ ,12)
xlabel ("time.(s)’,’FontSize’,12)

title (’Difference.in._Strain’)

%% Angular Acceleration State Space
figure (3)
subplot (2,1,1)

plot (dthetadt (t_initial ;1) ,d2thetadt2(t_initial ,1),’—")
xlabel (’$\dot{\theta}$’, Interpreter’,’latex’)
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yvlabel (’$\ddot{\theta}$’, Interpreter’,’latex’)

legend (strcat (’\theta_0=",string (theta0(1))))

subplot (2,1,2)

plot (dthetadt(t-initial ;2),d2thetadt2(t_initial ,2),’—’,color=[0.9290 0.6940 0.1250])
xlabel (’$\dot{\theta}$’ ,’Interpreter’,’latex’)

ylabel (’$\ddot{\theta}$’, Interpreter’,’latex’)

legend (strcat (’\theta_0=",string (theta0(2))))

sgtitle (’Angular_Acceleration._State_Space’)

%% FFT Difference
11 = 3/2+%L0.x(cos(theta)."2—1/3); % ppm, homogeneous strain response
y = fft (11);

N = fsxt_f; % number of samples
fq = fs*(0:N/2—1)/N; % convert to frequency domain
v = abs(y(1:N/2,5) /(N/2));

figure (10)

plot (fq,y(:,1),’ " fq,y(:,2),"—.")

title ('FFT’)

xlabel (’Frequency.(Hz) )

ylabel (’Magnitude )

legend (strcat (’\theta_0=",string (theta0(1))),strcat(’\theta_0=",string(theta0(2))))
xlim ([0 20%f])

end

%% Frequency Variation with Amplitude
if amp_plots = true

J%tH = zeros(length(t),length (HHO));
%thetaH = zeros(length(t),length (HHO));
dthetadtH = zeros(length(tspan) ,length (HHO)) ;
for i = 1:length (HHO)
[tH(:,1),thetaH (:,i)] = ...
ode45(Q(t,theta) LLG2D(t,theta ,gamma, alpha ,HHO(1i) ,omega,phi,1,0) ,tspan,theta0
(1));
dthetadtH (:,i) = LLG2D(tH(:,1i),thetaH (:,i) ,gamma, alpha ,HHO(i) ,omega,phi,1,0);
end

11 = 3/2%L0.x(cos(thetaH)."2—-1/3); % ppm, homogeneous strain response
for i =1:length (HHO)

y(:,i) = fft (11 (:,1));

end

N = fsxt_f; % number of samples

fq = fs*(0:N/2—1)/N; % convert to frequency domain
x_even = fx[4 8 12 16 18 20];

x.odd = fx[3 7 11 15 17 19];

x_tot = fx[1 2 34567 80 10 11 12];
[7,fq-even] = ismember(x_even ,fq);

[7,fq-odd] = ismember(x-odd, fq);

[7,fq-tot] = ismember(x_tot ,fq);

v = abs(y(1:N/2,:) /(N/2));

figure (4)
plot (HHO,y(fq_tot (1:4) ,:),’.")
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title (’Frequency.-Magnitudes_with_.Increasing.Source_.Amplitude’)
xlabel (’Source_.Amplitude.(kA/m) )

ylabel (’Magnitude )

lgd = legend (strcat (string (x-tot(1:4)),’.Hz"));

% figure (5)

subplot (2,1,1)

plot (HHO,y(fq-odd ,:) ,’.7)

legend (strcat (string (z-odd),’ Hz’))
title (’Odd Harmonics’)

ylabel ("Magnitude ’)

subplot (2,1,2)

plot (HHO,y(fq-even ,:) ,’.7)

legend (strcat (string (z_even),’ Hz’))
ylabel ("Magnitude ’)

zlabel (’Source Amplitude (kA/m)’)
title ("Even Harmonics’)

R N N N N N K NN KK

X

Bifurcation Diagram

syms theta t

t_use = tH(tH >= 1.09);
theta_use = thetaH (tH >= 1.09);
sol_vec = [];

soll = 0;

% for i= 1:length(t-use)

% f = —gammax*(1+alpha "2)/(1+alpha ) *HO. * sin (omega.*t—phi).*sin (theta);
% sol = vpasolve(f,[theta, t],[theta_use(i), t_use(i)]);

%

% if vpa(sol.theta) "= soll

% sol_vec = [sol_-vec, vpa(sol.theta)];

% end

%

% soll = vpa(sol.theta);

% end

figure (15)

plot (HO,sol_vec ,’.7)
ylabel(’\theta’)
xlabel ("H.0")

end

%% Variation of Frequency with Initial Conditions
if initial_conditions = 1

for i = 1l:length(theta_i)
[t_th(:,i),theta_th(:,i)] = ...

ode45(Q(t,theta) LLG2D(t,theta ,gamma, alpha ,H0,omega, phi) ,tspan,theta_i(i));
end

11 = 3/2+%L0.x(cos(theta_th)."2—1/3); % ppm, homogeneous strain response
for i =l:length(theta_i)
(i) = £56(11 (1))

end

N = fsxt_f; % number of samples
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fq = fs*(0:N/2—1)/N; % convert to frequency domain
x_even = fx[4 8 12 16 18 20];

x_.odd = f%[3 7 11 15 17 19];

x-tot = f*[1 23456780 10 11 12];
[",fq-even] = ismember(x_even ,fq);

[7,fq-odd] = ismember (x-odd, fq);

[7,fq-tot] = ismember(x_tot ,fq);

y = abs(y(1:N/2,:) /(N/2));

figure (6)

plot (theta_i ,y(fq_-tot (1:4) ,:),’.")

title (’Frequency_Magnitudes_with_.\theta_0")
xlabel(’\theta_0")

ylabel (’Magnitude )

lgd = legend (strcat (string (x-tot(1:4)),’-Hz"));

figure (7)

subplot (2,1,1)

plot(theta_i ,y(fq-odd ,:),’.")
legend (strcat (string (x_odd),’.Hz’))
title (’Odd_-Harmonics )
xlabel(’\theta_0")

ylabel (’Magnitude )

subplot (2,1,2)

plot(theta_i ,y(fq-even ,:) ,’.")
legend (strcat (string (x_even),’ . Hz’))
xlabel(’\theta_0")

ylabel (’Magnitude )

title (’Even_.Harmonics’)

end

%% Response Magnitude Frequency Dependence
if f_plots = true

%t_f = zeros(length(t),length (HHO));
%thetaf = zeros(length(t),length (HHO));
for i = l:length(ff)
[t-ff(:,i),thetaf(:,i)] = ...
ode45(Q(t,theta) LLG2D(t,theta ,gamma, alpha ,H0O, omega_vec(i),phi),tspan,theta0 (1)
)

end

11 = 3/2+%L0.x(cos(thetaf)."2—1/3); % ppm, homogeneous strain response
for i =1l:length(ff)

y(:,1) = ffe (11 (:,1));

end

N = fsxt_f; % number of samples
fq = fs*(0:N/2—1)/N; % convert to frequency domain

for j = 1l:length(ff)
x_even(j,:) = {f(j)*[4 8 12 16 18 20];
x.odd (j,:) = ff(j)=[3 7 11 15 17 19];
x_tot(j,:) = ff(j)*[1 23456780 10 11 12];
end
[7,fq-even] = ismember(x_even ,fq);
[7,fq-odd] = ismember(x_odd, fq);
[7,fq_-tot] = ismember(x_tot ,fq);
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y = abs(y(1:N/2,:) /(N/2));

figure (8)

plot (ff ,y(fq-tot (1:2) ,:),’.")

title (’Response_Amplitudes._.with_Source_Frequency’)
xlabel (’Source_Frequency.(Hz) )

ylabel (’Response_Magnitude ’)

lgd = legend (’Driving.f’, Double.f’);

figure (9)

subplot (2,1,1)

plot (ff,y(fg-odd,:),’.")

legend (strcat (string (z_odd),’ Hz’))
title (’Odd Harmonics’)

ylabel ("Magnitude ’)

subplot(2,1,2)

plot (ff,y(fq-even ,:),".")

legend (strcat(string (z-even),’ Hz’))
ylabel ("Magnitude ’)

zlabel ("Source Amplitude (kA/m)’)

% title (’Even Harmonics’)

NN NN KRR

end
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Listing A.6: Two-dimensional LLG function used in other two-dimensional codes.

%% FEquation of Motion
% function wused in 2D simulation
function dthetadt = LLG-2D(t,theta ,gamma, alpha ,HO,omega, phi, HSource, H_bias)
if HSource =1
dthetadt = .

—gammax(1+alpha “2)/(1+alpha) *(HO.* sin (omega.*t—phi)+H_bias).*sin(theta);
else
dthetadt = .

—gammax(1+alpha “2) /(1+alpha) *(HO.* square (omegaxt)+H_bias).xsin(theta);
end
end
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Listing A.7: Three-dimensional magnetostriction model code in Python.

# This code is used to run a single simulation with
# a 3D magnetostriction model.

# Run Number
num = 0 # define the number label of the run here, this will create a
new folder for the outputs

# Import packages

import oommfc as mc

import discretisedfield as df
import micromagneticmodel as mm
import numpy as np

import matplotlib.pyplot as plt
import random

import os

# Time setup

tfinal = 1 # Final time of simulation
tstep = le—6 # timestep in seconds

ntot = 1000 # total number of time steps
# Material properties

A_ex = 15e—12 # exchange constant

L1 = —24 # Strain constant 1 in ppm
L2 = —48 # Strain constant 2 in ppm

#Ku = —0.5¢ # anisotropy constant

#u_easy = (1, 0, 1) # easy azxis

#u_hard = (0, 1, 0) # hard azis

damping = 0.9 # damping constant (alpha)

Ms = 4.8e5 # magnetization saturation (A/m)
# Alternating source properties

source_freq = 100 # source frequency (Hz)

H_app = (0, 0, 1.3e4)# applied field (A/m)
source_type = ’'sin’ # waveform of source

# Strain measurement azxis

B = np.array ([0,0,1])

# Geometry of object

r = 5e—9 # material radius, m

L = 1e-8 # material length, m

d = .5e—9 # domain dimensions, m

# Create a new folder with name model_{num}
newpath = r’C:\ Users\Tomas\Desktop\Martin._.Group\ubermag_images\model_’
newpath = newpath + str (num)
if not os.path.exists(newpath):
os.makedirs (newpath)

# Create a new file with all parameters written into it
newfile = newpath + r’\parameters.txt’
f = open(newfile ,”w”)

f.write(
f))””

# Run Number

num = {str (num)} # define the number label of the run here, this
will create a new folder for the outputs

# Time setup

tfinal = {str(tfinal)} # Final time of simulation in seconds
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tstep = {str(tstep)} # timestep in seconds

ntot = {str(ntot)} # total number of time steps
# Material properties

A_ex = {str(A_ez)} # exchange constant

L1 = {str(L1)} # Strain constant 1 in ppm
L2 = {str{L2}} # Strain constant 2 in ppm
damping = {str (damping)} # damping constant (alpha)
Ms = {str(Ms)} # magnetization saturation (A/m)
# Alternating source properties

source_freq = {str(source_freq)} # source frequency (Hz)
H_app = {str(H-app)} # applied field (A/m)
source_type = {source_type} # waveform of source

# Strain measurement axis

B = {str(B)}

# Geometry of object

r = {str(r)} # material radius (m)

L = {str(L)} # material length (m)

d = {str(d)} # domain dimensions (m)

)

f.close()

# Define initial mesh

pl = (-r, —r, —L/2) # Starting point

p2 = (r, r, L/2) # Ending point

cell = (d, d, d) # Cell size

region = df.Region(pl=pl, p2=p2) # Define the region

mesh = df.Mesh(region=region, cell=cell) # Create the mesh

# Define the system mname
system = mm. System (name="time_dependent_field )

# Define system energy

system . energy = (mm.Zeeman(H=H_app, func=’sin
+ mm. Demag ()
+ mm. Exchange (A=A _ex))

# + mm. CubicAnisotropy (K=Ku, ul=u_easy, ul2=u_hard))

El

, f=source_freq, t0=0)

# Define system dynamics
system .dynamics = mm. Precession (gammaO=mm. consts .gammal) + mm.Damping(alpha=damping)

def Ms_fun(pos):
777 Function to set magnitude of magnetisation: zero outside cylindric shape,
Ms inside cylinder.

Cylinder radius is r.

»n»

X, y, Z = pos

if (x*x%x2 4+ y*#2)*%x0.5 < r:
return Ms

else:
return 0

# Define the field element
system.m = df.Field (mesh, dim=3, value=(0,0,0), norm=Ms_fun)
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# Assign a random wvalue of 4 defined states to each cell to represent the different
domains.
i_states = {’state_1’:(1,1,1),’state_2’:(—1,—-1,—1), ’state_37:(—1,1,—1), state_4’
:(17*171)}
n = len(system.m.array[0,0])
i=0
for array_mass in system.m.array:
j=0
for array_element in system.m.array/[i]:
array_element = np.array (random.choices(list(i_-states.values()) ,k=n))
system .m. array[i,j] = array_element
j+=1
i+=1

# Redefine the field element to define the cylindrical shape again
system.m = df.Field (mesh, dim=3, value = system.m.array, norm=Ms_fun)

# Plot the initial magnetization of one cross section that is one cell thick
system .m. plane (’z’) .mpl()
plt .savefig (newpath+r’\initial_mag.jpg’)

# FEvolve the system

ev = mc. RungeKuttaEvolver (min_timestep=tstep) # Define the evolver as Runge Kutta
method

td = mc. TimeDriver (evolver=ev) # Setup time driver with evolver input

td.drive (system, t=tfinal , n=ntot, verbose=2) # Drive the system

# Plot the external magnetic field

system . table .mpl(y=[’Bx_zeeman’, ’'By_zeeman’, ’Bz_zeeman’])
plt.legend (['$H_x$’,’$H_y$’, $H_z$"])

plt.title (’External_.Field’)

plt.ylabel (’Field .Magnitude.(kA/m) ")

plt.savefig (newpath+r’\mag_field.jpg’)

# Plot the mnormalized magnetization
system . table . mpl(y=["mx’, 'my’, 'mz’])
plt.legend ([ ’$m_x$’,’$m_y$’, ’$m_z$’])
plt.ylabel (’'m’)

plt.title (’Normalized_-Magnetization )
plt.savefig (newpath+r’\magnetization.jpg’)

# Assign magnetization data to x,y,z variables.
mx = system.table.data] mx’]
my = system.table.data| my’]
mz = system.table.data| 'mz’|

# Normalize the strain measurement azis and separate into x,y,z.
B = B/np.linalg .norm(B)

Bx = B[0]
By = B[1]
Bz = B[2]

# Strain calculation for cubic anisotropy
11 = 3/2%L1*(mx**2xBxs*x24mys**2«By*+2+mz++2%Bzxx2—1/3)4+3%L2 % (mx+my*Bx+By+my+mz*By*Bz+
mzsmx*Bz+Bx)

# Define a mew column in the data for the strain
system. table.data[’11’] = 11
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# Plot the strain response
system . table . mpl(y=["11"])

plt
plt
plt
plt

.legend () .remove ()

.title (’Model.Strain._Response’)
.ylabel (r’$\lambda$.(ppm) ")
.savefig (newpath+r’\strain.jpg’)

# FFT setup
from numpy. fft import fft , ifft

X =
fft
N =
n
T =

np.array (system. table.data[ 11 7])
1l = fft(x)

len(fft_11)

np.arange (N)

tfinal

tt = np.max(system.table.data[’t’])
freq = n/T

# Plot the amplitude spectrum

plt

plt
plt
plt
plt

plt.
plt.

.stem (freq, np.abs(fft_11)/N, ’b’, \
markerfmt="_", basefmt="—b")

.xlabel ("f_(Hz) ")

.ylabel (’Magnitude )

.xlim (0,5.5%xsource_freq)

.ylim (0,1)

title (’Model_.Amplitude._Spectrum )

savefig (newpath+r ’\amp_spectrum.jpg’)
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Listing A.8: Three-dimensional magnetostriction model code for multiple simulations in Python.

# This code is used to produce multiple folders with 3D simulation results.
# Vary one parameter at a time and plot the powerspectrum results from the folders.

# Import packages

import oommfc as mc

import discretisedfield as df
import micromagneticmodel as mm
import numpy as np

import matplotlib.pyplot as plt
import os

import pandas as pd

# define the number label of the run here, this will create a new folder for the
outputs

newpath = r’C:\ Users\Tomas\Desktop\Martin_.Group\3D _results\ H_field_high_’ # define
model location and name here

# Run Number

num = 1 # initial number of run to start at

num_runs = 40 # number of simulations to run

# Parameters to change:

edit_damping = False # edit damping parameter (True or False)

damping_change = 0.01 # how much to increase the damping parameter each iteration

edit_.H = True # edit applied magnetic field (True or False)

H_change = np.array ((0,0,5)) # how much to increase the field each iteration (Bz,By
B2)

edit_.T = False # edit temperature (True or False)
temp_change = 1 # how much to increase the temperature each iteration (C)

# Time setup

tfinal = .5 # Final time of simulation

tstep =le—5 # timestep in seconds

ntot = int(tfinal/tstep) # total number of time steps

# Material properties

A_ex = 15e—12 # exchange constant

Ll = —24 # Strain constant 1 (<100> cubic direction) in ppm

L2 = —48 # Strain constant 2 (<111> cubic direction) in ppm

Kl = —0.5e5/1.257e2 # anisotropy constant 1 J/m"3: KI < 0 indicates hard azis,
K1 > 0 easy axis

K2 = —0.2e5/1.257e2 # anisotropy constant 2 J/m”3, not callable in this code

u.ll = (1, 0, 0) # K1 axis one: will be hard axis if KI < 0, easy axis if KI > 0
u.1l2 = (0, 1, 0) # K1 azis 2: just needs to be orthogonal to wu_11

damping = .75 # damping constant (alpha)

Ms = 5.35€5 # magnetization saturation (A/m)
Tc = 631 # K, Curie temperature

MO = 5.4e5 # Ms at 0K (A/m)

# Alternating source properties

source_freq = 100  # source frequency (Hz)

H_app = (0, 0, 10)# applied field (A/m) in (z,y,z) coordinates

source_type = ’'sin’ # waveform of source

# Strain measurement azxis

B = np.array ([0,0,1]) # ([o,y,2])

# Geometry of object

r = le—9 # material radius, m (this is only a radius if making a cylinder

)
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L = 2xr # material length, m

d = 1e—-9 # cell dimensions, m

# Temperature modeling

Temp = 294 # Temperature in K

t = Temp/Tc # fractional temperature

# function to determine magnetization saturation

def fnl1(m):
return m — np.tanh (m/t)
m = sp.optimize.brentq(fnl,0.001,2) # fractional mag sat
Ms = MO*m # saturation at given temperature

# Sigmoid function definition

def

sigmoid (z):
return 0.12677279—0.10035642 / (1 + np.exp(—0.0851499+(z—69.35616788)))

# Apply the sigmoid function to temperature
damping = sigmoid (Temp)

PRI

def

def

Ms_fun (pos):
777 Function to set magnitude of magnetisation: zero outside cylindric shape,
Ms inside cylinder.

Cylinder radius is r.

2999

X, y, Z = pos
if (xx%2 4+ y*+2)*%x0.5 < r:
return Ms
else:
return 0

cube_fun (pos):
777 Function to set wvalues for a 4xz4 cube

i_states = {’state_1’:(1,0,1), state_2’:(—1,0,—1), state_-3’:(0,1,0), state_4’
:(0,—-1,0)}
X, ¥, 2 = pos
if x >0 and y > 0 and z > 0:
return i_states|[’state_17]
if x>0 and y < 0 and z > 0:
return i_states|[’state_3’]
if x<0and y < 0 and z > 0:
return i_states|[’state_2’]
if x < 0and y > 0 and z > 0:
return i_states|[’state_4 7]
if x>0and y > 0 and z < 0:
return i_states|[’state_3’]
if x>0and y < 0 and z < 0:
return i_states|[’state_2’]
if x < 0and y < 0 and z < 0:
return i_states|[’state_4 7]
if x < 0and y > 0 and z < 0:
return i_states|[’state_1’]
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for j in range(0,num_runs):
#display run mumber

print ("Run_Number: .” ,str (num) )
newpath = newpath + str(num) # appends the number (num) of the run to the file
name

if not os.path.exists(newpath):
os . makedirs (newpath)

# Create a new file with all parameters written into it

newfile = newpath + r’\parameters.txt’

f = open(newfile ,”w”)

f.write(

f”””

# Run Number

num = {str (num)} # define the number label of the run here,
this will create a new folder for the outputs

# Time setup

tfinal = {str(tfinal)} # Final time of simulation in seconds
tstep = {str(tstep)} # timestep in seconds

ntot = {str(ntot)} # total number of time steps

# Material properties

A_ex = {str(A_ex)} # exchange constant

L1 = {str(L1)} # Strain constant 1 in ppm

L2 = {str(L2)} # Strain constant 2 in ppm

K1 = {str (K1)} # anisotropy constant 1

K2 = {str(K2)} # anisotropy constant 2

u_easy = {str(u_11)} # axis 1 for Kl

u_hard = {str(u_-12)} # axis 2 for Kli

damping = {str (damping)} # damping constant (alpha)

Ms = {str(Ms)} # magnetization saturation (A/m)
Te = {str(Tc)} # K, Curie temperature

MO = {str(M0)} # Ms at OK (A/m)

# Alternating source properties

source_freq = {str(source_freq)} # source frequency (Hz)
H_app = {str(H-app)} # applied field (A/m)
source_type = {source_type} # waveform of source

# Strain measurement azis

B = {str(B)}

# Geometry of object

r = {str(r)} # material radius (m)

L = {str(L)} # material length (m)

d = {str(d)} # cell dimensions (m)

# Temperature modeling

T = {str(Temp)} # Temperature in K

)

f.close()

# Define initial mesh

pl = (-r, —r, —L/2) # Starting point
p2 = (r, r, L/2) # Ending point
cell = (d, d, d) # Cell size
region = df.Region(pl=pl, p2=p2) # Define the region

mesh = df.Mesh(region=region, cell=cell) # Create the mesh

# Initial mesh
mesh . k3d ()

# Define the system mname
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system = mm.System (name=’time_dependent_field’)

# Define system energy
system .energy = (mm.Zeeman (H=H_app, func=source_type, f=source_freq, t0=0)

+ mm. Demag ()
+ mm. Exchange (A=A _ex)
+ mm. CubicAnisotropy (K=K1, ul=u_-11, u2=u_12))

# Define system dynamics
system .dynamics = mm. Precession (gammaO=mm. consts .gamma0) + mm.Damping(alpha=

damping)

# Define the field element
system.m = df.Field (mesh, dim=3, value=cube_fun, norm=Ms)

# Plot the initial magnetization of one cross section that is one cell thick
system .m. plane (’z’) .mpl()

plt

.savefig (newpath4r’\initial_mag.jpg’)

ev = mc. RungeKuttaEvolver (min_timestep=tstep) # Define the evolver as Runge

Kutta method

td = mc. TimeDriver (evolver=ev) # Setup time driver with evolver
input

td.drive (system, n=ntot, t=tfinal , verbose=2) # Drive the system

# Plot the external magnetic field

system . table .mpl(y=[’'Bx.zeeman’, ’'By_zeeman’, ’Bz_zeeman’])

plt.legend ([’$H_x$’,’$H_y$’,’$H_2z$"])

plt.title (’External_Field’)

plt.ylabel (’Field -Magnitude.(kA/m) ")

plt.savefig (newpath+r’\mag_field.jpg’)

# Plot the mnormalized magnetization

system . table . mpl(y=["mx’, ’'my’,

plt
plt
plt
plt

‘mz’ |)

.legend ([ "$m x$’, ’$m_y$’,’Sm_z$"])
.ylabel(’m’)

.title (’Normalized .Magnetization’)
.savefig (newpath4+r’\magnetization.jpg’)

# Assign magnetization data to x,y,z variables.

mx
my
mz

= system.table.data| 'mx’]

= system.table.data[ 'my’]
= system.table.data[ 'mz’]

# Normalize the strain measurement axis and separate into z,y,z.
B = B/np. linalg .norm(B)

Bx
By
Bz

= B[0]
= B[1]
= B[2]

# Strain calculation for cubic anisotropy

11

11_

= 3/2x%L1*(mx**2%Bx#*2+my**2%By*x24+mz* 2+ Bzx*2 —1/3) 43+ L2 * (mx+my*Bx*By+my+*mzx By
* Bz+mz«mxx Bz*Bx)
rate = [0]

# calculate strain rate by numerical differentiation over one time step
for i in range(0,len(11)—1):

Il _rate_i = (11 [i+1]—11[i]) /(system.table.data[’t’ ][1] —system.table.data[ t’

J101)

ll_rate.append(ll_rate_i)
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# Define a new column in the data for the strain
system . table.data[’11’] = 11
system.table.data[ ’ll_rate’] = ll_rate

# Plot the strain response

system . table . mpl(y=["11"])
plt.legend () .remove ()

plt.title (’Model_Strain._Response’)
plt.ylabel (r’$\lambda$. (ppm) ’)
plt.savefig (newpath+r’\strain.jpg’)

# Plot the strain response zoomed
#system . table .mpl(y=["11"])

#plt.legend().remove()
#plt. title ("Model Strain Response’)

#plt.ylabel (r’$\lambda$ (ppm)’)

#plt.zlim ([28,30])

#plt . ylim ([7.5875,7.595])

#plt . savefig (newpath+r '\ strain_zoom.jpg ’)

# plot strain rate response

system . table .mpl(y=["ll_rate ’])

plt.legend () .remove ()

plt.title (’Model_Strain._Rate’)

plt.ylabel (r’$\frac{d.\lambda}{dt}$._(ppm/s)’)
plt.savefig (newpath+r’\strain_rate.jpg’)

# zoomed strain rate Tesponse

#system . table . mpl(y=["1ll_rate ’])
#plt.legend().remove ()

#plt. title ("Model Strain Rate’)

#plt . ylabel (v 78\ frac{d \lambda}{dt}$ (ppm/s)’)
#plt.ylim ([—500,500])

#plt.zlim ([29.8,30])

#plt.savefig (newpath+r '\ strain_rate_zoom . jpg ’)

# FFT setup

from scipy.fft import fft , fftfreq

T = system.table.data[’t’][1] —system.table.data[ t ][0]
y = np.array (system.table.data[ 11 7])

fft_11 = fft (y)
N = len(y)
x = np.linspace (0.0, N«T, N, endpoint=False)

xf = fftfreq (N, T)[:N//2]
PS = 2xnp.abs(fft_11[0:N//2])/N

# Plot the amplitude spectrum
#plt.plot(zf, PS)

#plt.xlabel ('f (Hz)’)

#plt.ylabel ("Magnitude ’)

#plt.zlim (0,5%source_freq)

#plt.ylim (0,0.001)

#plt.grid()

#plt. title ("Model Amplitude Spectrum ’)
#plt.savefig (newpath+r '\ amp_spectrum . jpg ’)
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# FEzxzport Data

system . table.data.to_csv (newpath+r’/data.csv’)

dff = pd.DataFrame({ frequency ’:xf, ’Amplitude’:PS})
dff.to_csv (newpath+r’/Power_Spectrum.csv’)

# FFT setup
T = system.table.data[’t’][1] —system.table.data[ t ][0]
y = np.array (system.table.data[ 11’ ][system.table.data|[ t’]>.1])

£ft_11 = fft(y)
N = len(fft_11)
x = np.linspace (0.0, NxT, N, endpoint=False)

xf

fftfreq (N, T)[:N//2]
PS = 2xnp.abs(fft_11[0:N//2])/N

# Record the amplitude at 100Hz, 200Hz, and harmonics up to 1000Hz

peak_f = [100,200,300,400,500,600,700,800,900,1000]

peaks = [PS[40],PS[80],PS[120],PS[160],PS[200],PS[240],PS[280],PS[320],PS[360],
PS[400]]

df_peak = pd.DataFrame({’ frequency ’:peak_f, ’Amplitude’:peaks})

df_peak.to_csv (newpath+r’/peak_values.csv’)

# Plot the amplitude spectrum

#plt.plot(xzf, PS)

#plt.grid()

#plt.zlabel (’f (Hz)’)

#plt.ylabel ("Magnitude ’)

#plt.zlim (0,5%source_freq)

#plt.ylim (0,.2)
#plt. title ("Filtered Model Amplitude Spectrum ’)
#plt.savefig (newpath+r '\ amp_spectrum_filtered.jpg ’)

# FFT setup for strain rate
T = system.table.data[’t’][1] —system.table.data[ t ][0]
y = np.array (system.table.data[’1l_rate ’][system.table.data[ t’]>.1])

fft_11 = fft (y)
N = len(fft_11)
x = np.linspace (0.0, N«T, N, endpoint=False)

xf_rate = fftfreq (N, T)[:N//2]
PS_rate = 2xnp.abs(fft_11[0:N//2])/N

# Plot the amplitude spectrum of the strain rate

#plt.plot (zf-rate, PS_rate)

#plt.xlabel ('f (Hz)’)

#plt.ylabel ("Magnitude ’)

#plt.zlim (0,5%source_freq)

#plt.ylim (0,0.01)

#plt.grid()

#plt. title ("Model Strain Rate Amplitude Spectrum ’)
#plt.savefig (newpath+r '\ amp_spectrum_filtered_strain_rate.jpg’)

df_rate = pd.DataFrame({ frequency ’:xf_rate, 'Amplitude’:PS_rate})
df_rate.to_csv (newpath+r’/Rate_ Power_Spectrum.csv’)
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# edit damping constant for mext run
if edit_damping:

damping += damping_change
# edit magnetic field stremgth for mnext run
if edit-H:

H_app = tuple(np.array (H_app) + H_change)
# edit temperature for mext run
if edit_T:

Temp 4= temp_change
#edit run number for mnext run

num += 1

# damping constant (alpha)
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APPENDIX B
SOIL BOX FOR ENVIRONMENTAL CONDITION STUDIES

A soil box was prepared for experiments with the DMS fiber exposed to different temperatures, soil
saturation levels, and different amounts of magnetic material embedded in the soil, as shown in Figure B.1.
Temperature probes were placed at even spacing along the length of the fiber. These probes can be heated
to a specified temperature, allowing us to develop an understanding of how the DMS fiber response varies
with temperature in reality. Future research could use this experiment to determine hot the DMS fiber

response changes based on soil conditions.

Figure B.1 This figure shows the sandbox experimental setup. Temperature probes are evenly spaced at
the top of the box. The solenoid is shown near the bottom of the box. The DMS fiber is buried shallow
between the solenoid and temperature probes
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APPENDIX C
FIBER MANUAL ALIGNMENT METHOD

The manual alignment method can be difficult to accomplish, so this appendix covers

good practices to

make completing the alignment easier. The instructions outlined for alignment in this appendix reference

the Fujikura FSM-70S Fusion Splicer shown in Figure C.1, however, other splicers may involve similar

steps. The steps that we have typically taken in manual alignment are the following;:

x/¥ RRCHEAD) S RESET

MANUAL ALIGN
ZL Fast

L/‘ A

AV Drive Motor
3.8° 0.6° 0.98
seT Change Speed

| Delete Messages
Continue Splicing

Figure C.1 This figure shows the Fujikura FSM-70S Fusion Splicer manual alignment screen

screen, a DMS fiber is being aligned with an acoustic fiber, with index matching gel applied.

. Shown on the

1. Put on rubber gloves and protective eyewear to prevent any injury from sharp fiber pieces.

2. Remove the sheath from the end of some scrap acoustic fiber and set aside. This will be used at a

later step.
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

Turn on the interrogator, ensuring the laser is off.

Open the OTDR on the interrogator.

Turn on the splicer.

Navigate to the “Splice Menu” by clicking the ”Main Menu” button.
Select “Select Splice Mode” in the “Splice Menu”.

Select “SM-SM” if it is not already selected.

Return to the “Splice Menu”.

Select “Splice Settings”.

Change the “Operation Mode” to “Manual”, if not already set.
Press “ESC” to return to the initial screen.

Remove the sheath from the end of the acoustic fiber and cleave it.
Clean the end of the acoustic fiber with an alcohol wipe and clean the tip with tape.

Place the acoustic fiber into the splicer by clamping it on its sheath, with the exposed fiber tip near

the metal tips in the center.

Remove the coating from the end of the DMS fiber and cleave it. Removing the coating is best done
using a razor blade. You should scrape the coating off slowly, holding the blade nearly parallel to the
fiber. The coating should peel off as you scrape. If it does not peel off, you may have to press slightly

harder into the coating with the razor.
Clean the DMS fiber with an alcohol wipe and clean the tip with tape.

Place the DMS fiber into the splicer by gently clamping it on its coating, with the exposed fiber tip

near the metal tips in the center.
Run the splicer by clicking “SET” and ensure the lids close so the fiber is not exposed.

If the splicer accepts both fiber cleaves, continue with the next steps. Otherwise, remove and attempt
cleaning the fiber with a bad cleave. Place the fiber back into the splicer and rerun the splice. If this

does not work, remove and cleave the fiber again.

If both fiber cleaves are accepted, carefully open the lids to the fibers in order to not move them.
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22. Pick up the scrap acoustic fiber from step 2 and dip the end into the index matching gel.

23. Using the scarp fiber, gently rub the index matching gel onto the connection point of the two fibers in

the splicer.
24. Close the lid to the fibers.

25. Turn on the interrogator laser to check the OTDR. The next steps will outline how to align the fiber

to achieve good transmission, shown in Figure C.2.

26. If the OTDR does not show good transmission, adjust the position of one of the fibers using the up
and down arrows next to the splicer screen. It is recommended to choose a slow motor speed with the
“SET” button. You can change which direction you are aligning in with the document button,

between the arrows left of the screen.

27. Once the OTDR shows a signal similar to that in Figure C.2, leave the splicer on and begin your
experiment. DO NOT touch the splicer, you may have to realign. NOTE: the alignment may slip

during experiments; ensure you check the OTDR and realign if this occurs.

Figure C.2 This figure shows an example of what a good alignment, allowing for transmission of light
through the fiber, looks like on the OTDR. There should be a peak at the manual alignment position,
followed by a steady decrease along the length of the fiber, and a peak at the end of the fiber. The peaks
indicate points of greater back-scattering. The lower you can get the first peak with alignment, the better
the alignment is.
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APPENDIX D
FURTHER TWO-DIMENSIONAL MODELING

The two-dimensional modeling involved many simulations, most of which resulted in nothing of note.

One interesting result, also discussed in the thesis, involves the evolution of higher harmonics with

increasing applied magnetic field magnitude. In Figure D.1, for a 100 Hz source, we can see the difference

between the even harmonic multiples of the source frequency, feyen = 2nfs and the odd harmonic multiples

of the source frequency, foqqa = (2n + 1) fs, where n = 1,2, 3, .... Essentially, at magnetic fields below

~18 kA /m, the even and odd harmonics demonstrate similar trends. At magnetic fields higher than

~18 kA /m, we see that the even harmonics dominate the signal, while the odd harmonics show lower

amplitudes with some small increases in amplitude at certain magnetic field amplitudes. This could be

because larger magnetic field amplitudes force the magnetization vector to point mainly in the direction of

the external magnetic field, creating less opportunity for oscillation at the odd harmonic frequencies.

However, this explanation is not satisfactory and more research is needed to explain this result.

Magnitude

Magnitude

0Odd Harmenics

300 Hz
700 Hz
1100 Hz

1700 Hz

1500 Hz ||

1900 Hz | |

70 80 90

Even Harmonics

100

Source Amplitude (kA/m)

Figure D.1 This figure shows plots of the odd harmonic (top) and even harmonic (bottom) peak
amplitudes at increasing magnetic field strength. Magnitude is in units of pue.
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Additional modeling involved determining how the peak amplitudes changed based on the initial
condition, 6y. Figure D.2 demonstrates this relationship for a source frequency of 100 Hz and magnetic
field amplitude of 8 kA /m. Interestingly, the peak amplitudes of the 100 Hz, 200 Hz, 300 Hz, and 400 Hz
peaks vary greatly depending on #y. The general trend seems to suggest that as the initial angle between
the applied magnetic field and the magnetization vector increases, so too do the peak amplitudes. This
could be due to increased initial torque on the magnetization vector, which increases the oscillation for the
duration of the simulation. This amplitude spectrum is only of the first 2 s of the signal, so it is possible
that the difference in peak amplitude over time is not so dramatic. More research into this would need to

be performed to determine the exact reason and how this changes with longer simulation times.

Frequency Magnitudes with HD

15 T T T T |.' T
100 Hz
200 Hz
300 Hz
* 400 Hz
10 _ -
© et
g .
E - - i L
= .
fo)) I
0
= . .
B e e ... 1 ]
. I -. : ‘."" 1‘ l:f -.-i 'I 0...‘.- : l -
D bl an 8 sinids 88 t.i“ ":I.':. . 1 ..' o, =2 PR
0 0.5 1 1.5 2 2.5 3 3.5
ﬁ[}

Figure D.2 This figure shows how peak amplitudes in the amplitude spectrum change based on the initial
angle between the external magnetic field and the magnetization vector, 6y in the two-dimensional model.
Magnitude is in units of ue.

Modeling to determine whether the two-dimensional simulations exhibit chaos was also performed. This

involved the creation of phase space plots, seen in Figure D.3, which plot angular position, 8, against
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angular velocity 0. In these images, two different initial angles are plotted to demonstrate how small
differences in the initial angle can change the resulting phase space plot. This is a characteristic of chaotic
systems, suggesting this system may exhibit chaos at certain magnetic field strengths. More research would
need to be performed to determine if this particular system demonstrates chaos. Chaos has been shown for
certain conditions with the LLG equation in previous studies, e.g. Lakshmanan (2011) and Smith et al.

(2010).
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Figure D.3 This figure shows phase space plots for two different initial conditions in each plot. All images
were generated using a source frequency of 100 Hz and magnetic field amplitudes of 0.1 kA /m (top left),
7 kA/m (top right), and 10 kA/m (bottom). € is in units of radians and 6 is in units of radians/s.
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APPENDIX E
APPLICATION SIMULATION OF BOREHOLE WATER SOLUTION

Chapter 2 discusses application modeling using SimPEG. One assumption of the models discussed in
Chapter 2 was that the magnetic field is applied to all of the material in the model. This assumption is
problematic because the solenoid would only apply a magnetic field to the water inside the borehole,
meaning there would be less material contributing the the magnetic field observed by the sensors. This led
to an over-prediction of the TMI anomaly by the models created in Chapter 2 and, therefore, sensitivity

requirements of the DMS fiber that are too high.
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Figure E.1 This figure shows a borehole model slice of the seawater intrusion model illustrated in
Figure 2.2. The borehole model only exposes the water in the borehole to an external magnetic field of
560 pT in the positive x-direction. The borehole has a square cross-section with side lengths of 0.1 m.
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Figure E.2 This figure shows a larger version of the same borehole model shown in Figure E.1. The sensors
are shown in the center of the borehole with 2 m spacing.

Borehole TMI Anomaly
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Figure E.3 This figure shows the forward modeled TMI anomaly for the borehole seawater intrusion model
shown in Figure E.2. This figure shows a cross-section of the borehole at the sensor z location of -0.05 m.
The three lines of sensors are shown with a spacing of 2 m. There is a clear difference in TMI anomaly at
x = 0 m, where the saltwater-freshwater interface is in the model.
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To account for this issue of applying a magnetic field to the whole model shown in Figure 2.2, we can
create a model of only the water in the borehole fluid. This model assumes a borehole with a square
cross-section that is 100 m long with side lengths of 0.1 m, with a uniform magnetic field of 560 pT" applied
in the positive x-direction. Three lines of sensors with a spacing of 2 m in the x-direction, to simulate the
fiber Bragg grating spacing, and 0.05 m in the y-direction were placed along the borehole to span the space
required by SimPEG for numerical integration. The magnetic susceptibility values for this seawater
intrusion model are Ysaitwater = —6.5 x 107° and X freshwater = —3.0 X 10~°. The relation of this borehole
model to the seawater intrusion model shown in Figure 2.2 is illustrated in Figure E.1. A depth slice of this
SimPEG model is shown in Figure E.2, with a corresponding forward model shown in Figure E.3. With the

model created in this nontraditional way, it is more appropriate to call the depth slice a borehole slice.
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Figure E.4 This figure shows the TMI anomaly contour value along y = 0 m at z = -0.05 m in Figure E.3.
A difference in TMI anomaly of 0.03 nT is apparent at x = 0 m, where the saltwater-freshwater interface is
in the model.

The profile along y = 0 m of the borehole is shown in Figure E.4. There is a TMI anomaly difference of
0.03 nT at the seawater-freshwater interface. This result is ~1,000 times smaller than the 17 nT interface
difference seen in the simple seawater intrusion forward model, shown in Figure 2.3. This simulation result
alone provides strong evidence that the models discussed in Chapter 2, which are based on a constant
magnetic field throughout the entire subsurface region, have much larger TMI anomaly differences at

boundaries than the scenario with a solenoid source.
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Figure E.5 This illustration shows the borehole model at y = 0 m that was created for magnetic simulation
of the complex seawater intrusion model in Figure 2.6. The saltwater is on the left with a gradient in
towards the freshwater. The y values from left to right are Xseqwater = —6.5 X 1072, x1 = =5 x 1072,

X2 = —4 % 10_5a and X freshwater = -3 x107°.

Borehole model profile at y = 0 m

0.005
=
=
(]
3

T 0.0001
>
>
T
5

S —0.0051
©
=
|_

-0.0101

-40 -20 0 20 40
x (m)

Figure E.6 This figure shows the TMI anomaly contour value along y = 0 m at z = -0.05 m of the forward
modeled results from Figure E.5. Differences in TMI anomaly of 0.015 nT, 0.009 nT, and 0.008 nT are
apparent at x = -15 m, x = 0 m, and x = 15 m where the gradient changes in salinity are in the model.
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Since such a large change in TMI anomaly difference at the saltwater-freshwater interface was observed
in the simple saltwater intrusion model, a borehole model for the saltwater gradient model in Figure 2.6
was created as well, shown in Figure E.5. The x values from negative to positive x values are
Xseawater = —6.5 x 107°, x1 = =5 x 1075, xo = —4 x 107°, and X freshwater = —3 X 1075, There is no
dipping boundary within the borehole, as shown in Figure 2.6, since the borehole is a small hole through
the subsurface model. The magnetic field and borehole dimensions are the same as discussed for the simple
interface in Figure E.2.

The forward modeled data was computed using the model in Figure E.5. A profile of the forward
modeled data at y = 0 m is shown in Figure E.6. The profile shows differences in TMI anomaly of
0.015 nT, 0.009 nT, and 0.008 nT at x = -15 m, x = 0 m, and x = 15 m, respectively, where the gradient
changes in salinity are in the model. In comparison to the gradient model response to a field applied to an
entire region, shown in Figure 2.8, which shows TMI anomaly differences of 2 nT to 2.5 nT, the borehole

model TMI anomaly differences are ~100 times lower.
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Figure E.7 This figure shows the borehole model for the mine drainage and lithium brine model. The
freshwater is on the left and the metal ion solution of Fe?t or LiT is on the right. This image shows the
model of an Fe?* concentration of 1000 mg/L.

Models were also created for borehole water with concentrations of Fe?* and Li*, shown in Figure E.7.
In these models, the freshwater block was created for negative x values and the water with metal ions was
created for positive x values. The magnetic susceptibility of the metal ion solution was calculated using
Equation 2.1. The magnetic field and borehole dimensions are the same as discussed for the simple

interface in Figure E.2.
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Figure E.8 This figure shows the TMI anomaly contour value along y = 0 m of the forward modeled results
from Figure E.7. Fe?t concentrations were varied from 0 mg/L to 1000 mg/L.
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Figure E.9 This figure shows the TMI anomaly contour value along y = 0 m of the forward modeled results
from Figure E.7. Li™ concentrations were varied from 0 mg/L to 1500 mg/L.
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Fe?* concentrations were varied from 0 mg/L to 1000 mg/L in Figure E.8 and forward modeled data
was computed, from which the TMI anomaly contour value along y = 0 m was extracted, shown in
Figure E.8. These results demonstrated that the TMI anomaly difference for 100 mg/L of Fe?* is
0.0003 nT. This is ~1,000 times lower than the mine drainage scenario result for 100 mg/L of Fe?* in
Chapter 2, which had a TMI anomaly difference of 0.25 nT.

Li™ concentrations were varied from 0 mg/L to 1500 mg/L in Figure E.9 and forward modeled data was
computed, from which the TMI anomaly contour value along y = 0 m was extracted, shown in Figure E.8.
These results demonstrated that the TMI anomaly difference for 100 mg/L of Fe?* is 0.001 nT. This is
~1,000 times lower than the mine drainage scenario result for 100 mg/L of Li* in Chapter 2, which had a
TMI anomaly difference of 1 nT.

From the models discussed in this appendix, it is apparent that the models discussed in Chapter 2
over-predicted the TMI anomaly difference by ~100 to ~1,000 times. This also means that magnetic field
sensitivity requirements for the DMS fiber should be ~100 to ~1,000 times lower if this modeling is used to
estimate fiber sensitivity requirements. Further modeling with the method outlined in this appendix could
be performed to determine the effect that borehole dimensions have on sensitivity requirements. Increasing
the borehole dimensions should increase TMI anomaly since more water is exposed to the external
magnetic field, however, model simulations are required to verify this hypothesis.

This appendix only addressed one model issue discussed in Chapter 2, however including an alternating
magnetic field in the model and the effect of other ions on magnetic susceptibility still needs to be
addressed. If these two issues are discussed with this borehole model, then this modeling would be more
realistic. Two other concerns following these model additions would be to include the effects that different
casings may have on the results and the effect that including noise in the forward modeled data has on the

final results.
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