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Summary

In this paper, we aim to enhance our understanding of the multiphysical processes in carbon dioxide (CO2)-enhanced-oil-recovery
(EOR) (CO2-EOR) operations using a modeling approach. We present the development of a comprehensive mathematical model for
thermal/hydraulic/mechanical (THM) simulation of CO2-EOR processes. We adopt the integrated-finite-difference method to simulate
coupled THM processes during CO2-EOR in conventional and unconventional reservoirs. In our method, the governing equations of
the multiphysical THM processes are solved fully coupled on the same unstructured grid. To rigorously simulate the phase behavior of
a three-phase, nonisothermal system, a three-phase flash-calculation module, dependent on the minimization of Gibbs energy, is imple-
mented in the simulator. The simulator is thus applicable to both miscible and immiscible flooding simulations under isothermal and
nonisothermal conditions.

We have investigated the effect of cold-CO2 injection on injectivity as well as on phase behavior. We conclude that cold-CO2 injec-
tion is an effective way to increase injectivity in tight oil reservoirs and reduces overriding effect in high-water-bearing reservoirs.
Using the developed general simulation framework, we have discovered and studied several intriguing multiphysical phenomena that
cannot be captured by commonly used reservoir simulators, including the temperature-decreasing phenomenon near the production
well and the permeability-enhancement effect induced by the thermal unloading process. These phenomena can be captured only by the
fully coupled multiphysical model. The novelty of this paper lies in its integration of multiple physical simulation modules to form a
general simulation framework to capture realistic flow and transport processes during CO2 flooding, and in revealing the behavior of
cold-CO2 injection under THM effects.

Introduction

CO2 flooding has been a proved, effective EOR technique for secondary and tertiary oil recovery in conventional reservoirs (Zhang
et al. 2018; Yang et al. 2020). The injected CO2 has a variety of impacts on the in-situ oil/water system, including the expansion of oil
volume and the reduction of oil viscosity as well as capillary forces (Grigg and Schechter 1997). During the past 3 decades, the number
of active CO2-flooding projects in the US has increased by more than 300% (Manrique et al. 2010). CO2 flooding has brought many
waterflooded reservoirs back to life and has increased the recovery factor by up to 30%, as summarized in Rao (2001). During immisci-
ble CO2 flooding, CO2 usually turns into a supercritical phase in the high-pressure/high-temperature downhole environment. The den-
sity of injected supercritical CO2 is in general lighter than that of the in-situ hydrocarbons. Therefore, supercritical CO2 might override
oil. Meanwhile, because of the heterogeneity of the reservoir formation, viscous fingering and channeling are likely to occur in immisci-
ble CO2-flooded reservoirs. Moortgat et al. (2012) noted that even a small level of local heterogeneity will lead to a significant fingering
effect. Although CO2-EOR has achieved huge success in conventional reservoirs, it faces difficulties when applied to unconventional
reservoirs. This is primarily because the extremely low permeability of unconventional reservoirs limits the injectivity of CO2 and
enhances its viscous fingering, leading to poor displacement efficiency.

From a numerical-modeling perspective, the simulation of CO2-EOR processes mainly addresses two challenges: the fluid/rock
interaction and the phase behavior of the CO2/hydrocarbon/water system. The former has been partially addressed by the compositional
relative permeability approach (Beygi et al. 2015; Yuan and Pope 2011), which is able to capture the compositional effect on the rela-
tive permeability of the three-phase system. The latter is handled in a comprehensive compositional reservoir simulation with a robust
flash calculation. The compositional simulator tracks the migration of each component by means of the discretization and linearization
of the governing equations. Within each solution step, the compositional simulator conducts a flash calculation to predict the phase
behavior of the system. The flash calculation produces the phase combination as well as the concentration distribution at a given tem-
perature and pressure. The first instance of flash calculation and compositional modeling for two-phase systems dates back to the 1960s
(Hoffman 1968). The flash-calculation approach reported by Michelsen (1982a, 1982b) has been widely adopted, and has two steps. It
first conducts a phase-stability test to determine whether a phase exists, using the work of Baker et al. (1982). It then solves the
Rachford-Rice equations (Leibovici and Neoschil 1992, 1995; Okuno et al. 2010a) using Newton’s iteration approach dependent on the
equilibrium ratio (K-value) of each component. Although the Michelsen (1982a, 1982b) method has been successfully applied in two-
phase flash calculations, it has several drawbacks that cause it difficulty when applied to the three-phase flash calculation, especially in
the presence of a water phase. First, Newton’s iteration method used in the Michelsen (1982a, 1982b) method has convergence issues
because of the discontinuity in the Rachford-Rice equation. Second, the Michelsen (1982a, 1982b) method requires multiple iterations
and complex phase-stability calculations. In more recent studies, Firoozabadi and Pan (2000) and Okuno (2010a, 2010b) extended the
so-called reduced model for multiphase flash calculation. The reduced model has been widely applied in gas-injection and gas/
condensate simulations because of its simplicity and effectiveness. However, the reduced model is only better than the classic K-value
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method when the number of components is greater than 15 to 20, which is not the usual case for actual applications. K-value based
flash calculations have been widely adopted in the simulation of CO2-EOR by research codes (Pan and Oldenburg 2016) and
commercial simulators (Schlumberger 2009; CMG 2010). In dealing with the convergence issue, a “hybrid” framework could be
adopted for K-value based flash calculation, in which Newton’s method is combined with the bisection method. When Newton’s
method fails to converge, the algorithm switches to the bisection method to search for the solution.

Besides the K-value approach, the minimization of the Gibbs free energy is another attractive approach for flash calculation.
This approach originates from the fact that at the equilibrium state, the Gibbs free energy of the system is at its minimum. In the direct
minimization of the Gibbs-energy approach, the objective function is the total Gibbs free energy of the system. By iteratively tuning the
concentration distribution, this approach searches for the global minima of the objective function with Newton’s method. Therefore,
the flash calculation becomes an optimization problem, and global optimization techniques, such as the Branch and Bound
method (Cheung et al. 2002), tunneling (Nichita et al. 2002), linear programing (Rossi et al. 2009), and the heuristic algorithm
(Bonilla-Petriciolet and Segovia-Hernández 2010; Walton et al. 2011; Bhargava et al. 2013), can be used to globalize the optimization
process. Zhang et al. (2011) thoroughly reviewed the global optimization techniques for the direct minimization of the Gibbs-
energy method.

Compared with the K-value approach, the direct minimization of the Gibbs-energy method can be more easily applied to multiphase
systems. Moreover, this approach is also suitable for the calculation of phase behavior in unconventional reservoirs, in which the capil-
lary pressure has a larger effect on the phase equilibrium. In unconventional reservoirs, where the pore radius is small, the effect of cap-
illary pressure will alter the phase behavior of the hydrocarbon/CO2/water system (Zhang et al. 2016; Rezaveisi et al. 2018). Although
it is not the focus of this work to address the alternation of phase behaviors in the confined pores, the capillary pressure can be conven-
iently incorporated into the Gibbs-energy approach (Rossi et al. 2009). Moreover, other physics in the unconventional reservoirs, such
as the high-pressure/high-temperature environment (Rezaveisi et al. 2018) and hydrocarbon/wall interaction (Zhu et al. 2020), also
have effects on the thermodynamic properties. In practice, such physical processes can be approximated by shifting the thermodynamic
properties of the hydrocarbons. More rigorous approaches to include such processes into flash calculation are still under development.

Traditionally, CO2-EOR is modeled as an isothermal process. Thermal as well as geomechanical effects on reservoir performance
have been ignored in most modeling studies of CO2-flooding operations. In recent years, the effect of multiphysical processes on the
reservoir performance has been investigated (Rutqvist et al. 2002, 2008; Kim et al. 2012). It is reported that the THM effects on the
in-situ condition induced by production/injection significantly alter the performance behavior. While the multiphysical analysis in
the petroleum community mostly focuses on hydraulic/mechanical processes (Li et al. 2016; McMillan et al. 2019) and chemo/
mechanical processes (Prakash et al. 2019), the thermal/mechanical impact has been largely ignored, although it has been shown to
significantly affect the production performance, especially in the vicinity of wells, in the geothermal industry (Rutqvist 1995). In
particular, in a thermal unloading process (Tang et al. 2019), when cold liquids are injected into the reservoir, the injectivity of the
injector should increase. In practice, the injectivity increase near the cold-water injector has been observed in geothermal reservoirs
(Stefansson 1997; Kaya et al. 2011). Such phenomena could be explained by the shrinkage of rock induced by changes in the thermal
stress field. Analogously in the community of CO2 sequestration, the THM impact of cold-CO2 injection on fracture aperture and
growth has been numerically studied by Salimzadeh et al. (2018). Based on their 3D numerical studies, the fracture/fault aperture will
significantly increase during cold-CO2 injection, which is mainly because of thermal effects.

To deepen the understanding of multiphysical effects on CO2-EOR and explore a possible method for the recovery of tight reser-
voirs, we have proposed a unified THM simulation framework, named MSFLOW_CO2. We aim to demonstrate the unique and nonne-
gligible behavior of cold-CO2 flooding, particularly on injectivity and sweep efficiency, which can only be observed by
multiphysical simulators.

Phase Behavior and Property Calculations

In this section, we describe the numerical approach to predict the phase behaviors and rock/fluid properties during the CO2-flooding
process. According to thermodynamic principals, at the equilibrium state, the Gibbs free energy of the system should be minimized if
the surface energy induced by capillary forces is ignored. The flash calculation in MSFLOW_CO2 is based on the direct minimization
of Gibbs energy, which is based on the theoretical study of Ballard and Sloan (2004) and Ballard (2002) and numerical implementation
of Di et al. (2015). In this paper we briefly describe the key idea of this approach. More details are provided in Ballard and Sloan
(2004), Ballard (2002), and Di et al. (2015).

The minimization of the Gibbs-energy approach is essentially to minimize the total Gibbs energy of the CO2/hydrocarbon/water
system using Lagrange optimization. The Gibbs free energy of a multicomponent system is as

G ¼
XNP

b¼1

XNC

i¼1

niblir þ
XNP

b ¼ 1

b 6¼ r

XNC

i¼1

nibðlib � lirÞ; ð1Þ

where lib is the chemical potential of component i in phase b; nib is the number of moles of component i in phase b; NP is the number
of phases; and NC is the number of components. In this study, NP ¼ 3. r is an arbitrarily chosen reference. Meanwhile, the fraction of
phase b among all the phases is calculated as

ab ¼
XNC

i¼1

nib=Ntb ¼ 1;…;NP; b 6¼ r; ð2Þ

where Nt is the total number of moles in the whole system, as Nt ¼
XNC

i¼1

XNP

b¼1

nib.

We then define the Lagrange function and the Lagrange multipliers as

G� ¼ Gþ
XNP

b ¼ 1

b 6¼ r

kb ab �
XNC

i¼1

nib=Nt
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To achieve the minimum Gibbs free energy, the derivative of Eq. 3 with respect to all variables should be zero. The equilibrium ratio
(K-value) of component i in phase b with respect to that in the reference phase r is defined as the ratio of the fugacity coefficients u

Ki;br ¼
uir

uib
¼ cib

cir

fir

fib
¼ cib

cir
exp �ln

fib

fir

� �
; i ¼ 1;…;NC; b ¼ 1;…;NP ; ð4Þ

where cib and cir are the mole fraction of component i in phase b and the reference phase r, respectively, and fib and fir are the fugacity
of component i in phase b and the reference phase r, respectively. Following the naming convention of the petroleum industry, we use
xi and yi to represent the mole fraction of hydrocarbon component i in the liquid and vapor phases, respectively. We introduce a variable
h to quantify the stability of phase b as

hb ¼ ln
fir

fib
; b ¼ 1;…;NP: ð5Þ

On the basis of the equilibrium status, if phase b exists in the system, h should be zero.
By substituting Eqs. 4 and 5 into Eq. 3, we can formulate the objective functions for each component, the details of which can be

found in Di et al. (2015). We use Newton’s method to iteratively minimize the objective functions. To start the iteration, the initial
guess of the equilibrium ratio for the hydrocarbon component in the oil and the gas phase K0

i is estimated by the Wilson (1964) equa-
tion. The initial guess for the equilibrium ratio of the water component in the oil and the gas phase is set to zero. Moreover, the solubil-
ity of the hydrocarbon components in the aqueous phase is zero. We use the Soave-Redlich-Kwong equation of state to calculate the
fugacity of all components in the oil and the gas phase. Helgeson’s formulation (Helgeson and Kirkham 1974) is used for the prediction
of the fugacity of solute in the aqueous phase, as listed in Appendix A. The formulations for calculating fluid and rock and properties,
including phase relative permeability, viscosity, and stress/permeability relationship, in MSFLOW_CO2 are detailed in Appendix B.
The parameters required for the flash calculation, including the binary-interaction factors, are from Pan and Oldenburg (2016), listed in
Appendix C (Tables C-1 and C-2). In this work, only the CO2 component is allowed to have a solution in the aqueous phase. Such an
assumption is acceptable for most conditions in engineering practice.

Governing Equations and Numerical-Solution Approach

Governing Equations. The governing equations of the thermal/hydraulic simulation module in MSFLOW_CO2 are derived from con-
servation of mass and energy and describe fluid and heat transport in the porous reservoir. For a compositional system consisting of NC

components, the mass/energy-conservation equation for component k is

@Mk

@t
¼ �r � Fk þ qk; ð6Þ

where the term M is the accumulation term for mass or energy, Fk is the flux term, t is time, q is the sink/source term, and k could refer
to an aqueous (water) component, a hydrocarbon component, or an energy “component.” In MSFLOW_CO2, k ¼1 refers to the aqueous
(water) component, k ¼ 2; ::;NC denote hydrocarbon components, and k ¼ NC þ 1 denotes the internal energy. For aqueous and hydro-
carbon components, the accumulation term is calculated as

Mk ¼ /
X

b

Sbqbxk
b;b ¼ L;G;A; k ¼ 1; ::;NC; ð7Þ

where Sb and qb are the saturation and density of phase b, respectively, and xk
b is the mass fraction of component k in phase b. Because

the solubility of hydrocarbon in the aqueous phase is fairly low, we set

xk
A ¼ 0; k ¼ 2; ::;NC: ð8Þ

For the energy “component,”

MNCþ1 ¼ 1� /ð ÞCRqRT þ /
X

b

SbqbUb; ð9Þ

where CR and qR are the specific heat and density of the rock, respectively, Ub is the internal energy of phase b, and T is the temperature
of the system.

In Eq. 6, the flux term Fk is calculated as

Fk ¼
X

b
Fbxk

b � mkDkryk;b ¼ L;G;A; k ¼ 1; ::;NC; ð10Þ

where Dk is the diffusive coefficient of component k in the gas phase. In the case studies of this work, Dk is set to be zero. The phase
flux Fb is calculated by the multiphase Darcy’s law, as shown in Eq. 10, where Ka is the apparent permeability of the rock, Krb is the rel-
ative permeability of phase b, lb is the viscosity of b, and g is the gravity vector.

Fb ¼ �Ka

Krbqb

lb
rPb � qbg
� �

: ð11Þ

For the liquid and aqueous phases, Ka is identical to the absolute permeability of the rock, K1. For the gas phase, Ka¼K1(1þb/p),
where b is the Klinkenberg parameter for mixtures, which can be calculated from Wang et al. (2019a).

The energy flux has heat conduction and convection terms,

FNC11 ¼ �ktrT þ
X

b

hbFb; ð12Þ

where kt is thermal conductivity and hb is the specific enthalpy of phase b.
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The mechanical simulation module of MSFLOW_CO2 is based on the mean-stress method, as discussed by Wang et al. (2016). In
MSFLOW_CO2, the formation rock is assumed to be a linear porothermoelastic material subject to Hooke’s law,

s ¼ 2GSe þ kLðexx þ eyy þ ezzÞI ; ð13Þ

where s is the stress tensor, e is the strain tensor, I is the unit tensor, GS is the shear modulus, kL is the Lamé coefficient, and eii; k ¼
x; y; z are the diagonal terms of the strain tensor. Eq. 13 was extended to nonisothermal materials by Nowacki (2013) and Norris (1992).
Moreover, McTigue (1986) presented the porothermoelastic version of Eq. 13 as

rkk � aPþ 3bTKB T � Trefð Þ½ � ¼ kLev þ 2Gekk; k ¼ x; y; z ; ð14Þ

where rkk; k ¼ x; y; z are the diagonal terms of the stress tensor. In Eq. 14, bT and KB are the thermal-expansion coefficient and the bulk
modulus, respectively, and ev is the volumetric strain, which is defined as ev ¼ exx þ eyy þ ezz.

By rearranging Eq. 14, we obtain

rm � aP� 3bTKB T � Trefð Þ ¼ kþ 2

3
GS

� �
ev; ð15Þ

in which rm ¼ rxx þ ryy þ rzz

� �
=3 is the mean stress.

Meanwhile, the conservation of momentum for the porothermoelastic process can be described by the Navier equation (Eslami et al.
2013) as

arPþ 3bTKBrT þ kL þ GSð Þr r � uð Þ þ GSr2uþ Fb ¼ 0; ð16Þ

where u and Fb are the displacement vector and body force, respectively. By taking the divergence of Eq. 16, we obtain

ar2Pþ 3bTKBr2T þ kL þ 2GSð Þr2 r � uð Þ þ r � Fb ¼ 0: ð17Þ

Moreover, we have the following relationship between the displacement vector and the volumetric strain,

r � u ¼ ev: ð18Þ

By combining and rearranging Eqs. 16, 17, and 18, we can obtain a governing equation for the mechanical simulation,

3 1� �ð Þ
1þ �ð Þ r

2rm þr � Fb ¼
2 1� 2�ð Þ

1þ �ð Þ ar2Pþ 3bTKBr2T
� �

: ð19Þ

The relationships among the mechanical moduli are,

E ¼ 2GS 1þ �ð Þ ¼ 3KB 1� 2�ð Þ kL ¼
2�GS

1� 2�
: ð20Þ

Numerical-Solution Approach. In MSFLOW_CO2, the governing equations are solved by the integrated-finite-difference method
(Narasimhan and Witherspoon 1976). Similar to the finite-volume method, the integrated-finite-difference method divides the computa-
tional domain into gridblocks. After being integrated over gridblocks, the governing equations are converted to accumulation terms on
each gridblock and flux terms on each pair of neighboring gridblocks using the Gaussian divergence theorem. The details of the inte-
grated-finite-difference method used in MSFLOW_CO2 are as follows.

First, integrating Eq. 6 over the volume of the nth gridblock Vn yields

@

@t

ð
Vn

MkdV ¼
ð

Cn

Fk � ndCþ
ð

Vn

qkdV; ð21Þ

where n is the normal vector and C is the area. The accumulation term can be then expressed asð
Vn

MkdV ¼ Mk
nVn; ð22Þ

where Mk
n is the discrete accumulation term of component k on gridblock n.

Meanwhile, the flux term can be expressed asð
Cn

Fk � ndC ¼
X

m

AnmFk
nm; ð23Þ

where m loops through all the neighboring gridblocks of gridblock n, and Anm and ~F
k

nm are the area and flux terms of component k
between gridblocks m and n, respectively. The time derivative is approximated by the first-order finite-difference scheme. Therefore,
Eq. 21 becomes

Mk
n

� �lþ1 � Mk
n

� �l � Dt

Vn

X
m

AnmFk
nm þ Vnqk

n

" #
¼ 0; ð24Þ

where Dt is the timestep length and l is the time level. Eq. 24 can be expressed in the residual vector form as

R xlþ1
� �

¼ 0; ð25Þ
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where R is the residual vector and xlþ1 is the primary variable vector, which consists of pressure, mole fraction, temperature, and mean
stress at time level lþ1. MSFLOW_CO2 is fully implicit and adopts an upwind weighting scheme to calculate the flux terms. Within
each iteration, the linearized equation is solved by a multiscale linear solver (Wang et al. 2019b). More details of the Newton-Raphson
method used in MSFLOW_CO2 can be found in Wang (2015). A summary of primary variables and secondary variables for the hydrau-
lic, thermal, and mechanical modules of MSFLOW_CO2 is listed in Table 1. A flow chart that illustrates the workflow of
MSFLOW_CO2 is presented in Fig. 1.

Model Validation

In this section, we present model validation, including the validation of the Gibbs-free-energy-based flash-calculation module and the
isothermal-fluid-flow simulation module.

Validation of Flash Calculation. We first present a seven-component hydrocarbon-mixture case and compare the vapor/liquid-
equilibrium ratios (K-values) predicted by our flash-calculation module with experimental data. The feed contains hydrogen sulfide,
making it acid gas. The feed mole fraction of the seven-component acid-gas system is shown in Table 2. We calculate the variation of
gas/liquid-equilibrium ratio at 65.56�C and at the range of reservoir-pressure variation. We compare the results with experimental data
(Yarborough 1972), which is widely adopted as benchmarking data for the validation of flash calculations. The comparison is shown in
Fig. 2. According to the comparison, our proposed flash-calculation module matches well with experimental data in the calculation of
K-values, which validates the capability of the Gibbs-energy-based approach in handling multiphase equilibrium calculations.

Validation of Hydraulic/Mechanical Module: Mandel-Cryer Effect. In this example, we benchmark the hydraulic/mechanical
module of MSFLOW_CO2 with the 2D Mandel-Cryer effect. The Mandel-Cryer effect is as follows. A constant force is first applied
on the two ends of a piece of saturated poroelastic rock (z-direction in our model). Then the rock is allowed to drain on the lateral sizes
(x-direction in our model). It has been observed that, after the drainage starts, the pore pressure in the center of this rock will first
increase before decreasing. This intriguing phenomenon was first studied by Mandel (1953) and is named the Mandel-Cryer effect.
Later, Abousleiman et al. (1996) provided an analytical solution for the Mandel-Cryer effect. The physical reason behind the Mandel-
Cryer effect is that the mechanical effect propagates much faster within the rock framework than the hydraulic pressure. The difference
between the propagation speed causes the center of the rock frame to get compressed before the pore. The Mandel-Cryer effect is essen-
tially a coupled hydraulic/mechanical problem and can be used for the validation of the multiphysical simulation module of
MSFLOW_CO2. In this work, we adopt both structured and unstructured grids to simulate the Mandel-Cryer effect and compare the
results with the analytical solution. Fig. 3 shows a conceptual model of the Mandel-Cryer effect. The initial pore pressure is set to be
2.2 MPa. The porosity of the rock is 0.2. The water viscosity is set to be 0.001 Pa�s (1 cp). Young’s modulus, Poisson’s ratio, and the
Biot coefficient is 15.0 GPa, 0.3, and 1.0, respectively. The permeability of the rock is 1 md. To demonstrate the capability of
MSFLOW_CO2 in handling an unstructured grid system, given a 1� 1-m computational domain, we have created a Voronoi grid with
400 gridblocks using an open-source program developed by Park (2019). For the convenience of comparison, the unstructured grid is
created as follows. 20� 20 uniformly distributed points (also called “seeds”) are first put into the square domain. Each seed is then
shifted randomly by 0.001 � L, where L is the length of the domain. The Voronoi grid is then generated from the seeds using the Reem
(2009) algorithm. We have also generated a 20� 20 structured grid to compare with the results of the unstructured grid. Our simulation
consists of two steps. At first, we only apply the compressive force (5 MPa) on the rock for a sufficiently long time (2 years in this
case). We then allow the rock to drain on the lateral sizes and record the change of the pore pressure in the center of the rock. The drain-
age process is simulated as a constant-pressure boundary condition with the initial pressure (3.3 MPa). The variation of the pore pres-
sure in the center of the rock is shown in Fig. 4, according to which our numerical results of both the structured grid and unstructured
grid both match the analytical solution very well. This case study validates the multiphysical simulation of MSFLOW_CO2.

Validation of Thermal/Hydraulic Module: Heat Sweep of a Vertical Fracture. In this subsection, we validate the thermal/hydraulic
simulation module of MSFLOW_CO2 with the commercial nonisothermal reservoir simulator CMG STARS� (CMG 2010). We simu-
late the nonisothermal problem of injecting cold liquid into a vertical fracture, which is initially of in-situ reservoir temperature. This
problem was first investigated by Pruess and Bodvarsson (1984) in a geothermal reservoir. We compare the results of MSFLOW_CO2
with the thermal/hydraulic module of CMG-STARS. In a given vertical fracture sandwiched by semi-infinite half-spaces of imperme-
able rock, we set a cold-liquid injector and a constant-pressure producer at the two ends of it, as shown in Fig. 5. The fracture is
bounded by semi-infinite half-spaces of impermeable rock, which serve as a heat-supply source. The initial temperature of the fracture
is 100�C. Cold water of 51�C is injected at a constant rate of 3.75 kg/s. The water is produced at 10 MPa. The matrix rock is discretized
into 20� 20�20-m gridblocks. The fracture is discretized into 20 (x)�20-m (y) and 0.04-m (z) gridblocks. The permeability and the
porosity of the fracture is 200 darcies and 0.2, respectively. The heat conductivity, specific heat, and rock-grain density of the system
are 2 W/m��C, 1000 J/kg��C, and 2600 kg/m3, respectively. Initially the pressure at the top of the system is 25 MPa. The pressure at the
other portion is calculated through hydraulic equilibration. We simulate the system for 1� 4 days. The temperature field of the fracture

Secondary Variables

Primary Variables Hydraulic Thermal Mechanical

Pressure Density Equilibrium ratio Young’s modulus (constant)

Temperature Permeability Thermal conductivity Biot’s coefficient (constant)

Mole fraction Porosity Heat capacity Thermal-expansion coefficient (constant)

Mean stress Viscosity Fugacity

Saturation

Table 1—Summary of primary and secondary variables used in MSFLOW_CO2.
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plane at the end of the simulation is shown in the left of Fig. 6. The lower part of the fracture tends to be cooler than the upper part, 
which indicates that cold fluids become denser and tend to accumulate at the bottom. The comparison of the temperature of the pro-duced 
fluid between MSFLOW_CO2 and CMG-STARS is shown in the right of Fig. 6. According to the comparison, the results of 
MSFLOW_CO2 match those from the commercial simulator very well.

Read input

Initialization

Store the variables
of the previous

timestep

Calculate and store
secondary variables

Shift primary
variable

Calculate and store
shifted secondary

variables

Construct Jacobian
matrix and residual

vector

Solve the linear
system

Update primary
variables

Converge?

Step to next
timestep

End?

Output results

No

No

Yes

Yes

Fig. 1—Flow chart of MSFLOW_CO2.
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Applications

Case 1: Compaction and Low-Temperature Effects. In this subsection, we investigate the effects of the compaction and temperature
change on the rock permeability and apparent gas permeability. The compaction effect is essentially the stress change induced by fluids pro-
duced from the reservoir. The low-temperature effect is the stress change from cold-liquid injection into the reservoir. The absolute per-
meability is calculated from porosity using equations in Appendix B (Eq. B-8). The input parameters used for this study are listed in
Table 3. The variations of rock absolute permeability and porosity with respect to pressure and temperature change are shown in Fig. 7.
From these results, the absolute permeability is very sensitive to the thermal unloading effect induced by temperature reduction. If the reser-
voir temperature decreases from 100 to 20�C, the permeability rapidly increases. Meanwhile, the absolute permeability is also sensitive to
pressure changes. However, in practice, the pressure changes in the reservoir will not be too large, subject to the limitation of the facilities.

We further argue that the cold water can reduce the capillary pressure because of thermal/mechanical effects, and therefore reduce
the imbibition effect. According to the Young-Laplace equation, the surface tension or the surface energy will increase as temperature
decreases. At the same time, the pore-throat radius or size will also increase as the temperature drops down because of the shrinkage of
rock grain or solids induced by the change of the thermal stress. In the following work, we aim to quantify the low-temperature effect.
The Leverett (1941) formulation is used to calculate the capillary pressure, as shown in Eq. B-9. We use the Kozeny-Carman equation

Component

Feed Mole

Fraction (%)

CH4 77.43

C2H6 5.74

C3H8 2.99

n-C5H12 4.66

n-C7H16 3.59

n-C10H22 2.63

H2S 2.96

Table 2—Feed mole fraction of a seven-component acid-gas system.
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Fig. 3—Conceptual model of the Mandel-Cryer effect case: (left) structured grid; (right) unstructured grid. The red point is where
pressure variation is monitored and compared.
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to correlate permeability and porosity, as shown in Eq. B-8. By substituting Eq. B-8 into the Leverett (1941) formulation, we obtain the
following formulation, which directly correlates between porosity and capillary pressure,

Pc ¼ Pc 0

1� /0ð Þ/0

1� /ð Þ/ : ð26Þ

Note that the Leverett (1941) correlation is dependent on isothermal conditions. To take the temperature effect into consideration,
we should also include the change of surface tension in our analysis. The surface-tension profile is shown in Fig. 8. According to the
results, when the temperature decreases from 110 to 60�C, the surface tension increases by approximately 20%.

We use Eq. B-6 to calculate the porosity (Rutqvist et al. 2002). In Eq. B-6, a is an experimental parameter that quantifies the
mechanical sensitivity of the rock. The change of r0 is calculated by

Dr0 ¼ bKB T � Trefð Þ; ð27Þ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

240 m

0.04 m

800 m

z
y

x

Matr
ix 

Matr
ix 

Injection

Production

24
0 

m

Fig. 5—(Left) Conceptual model of the heat-sweep case study; (right) fracture plane with the locations of injection as well
as production.
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where b is the linear thermal-expansion coefficient and KB is the bulk modulus. By combining Eqs. 25 to 27, we can eventually quantify
the temperature effect on the capillary behavior. To better present the results, we scale the capillary pressure by calculating the dimen-
sionless ratio,

cD¼
Pc Tð Þ

Pc Tinið Þ ; ð28Þ

where Tini, the original reservoir temperature, is set as 110�C. We let the reservoir temperature decrease from 110 to 60�C and plot cD

vs. temperature in Fig. 9. The parameters used in this analysis are listed in Table 4.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Properties Values Units

Linear thermal-expansion coefficient 11.2 10�6 m/(m�K)

Young’s modulus, E 12.0 GPa

Poisson’s ratio, t 0.25 Dimensionless

Initial permeability, k0 0.001 md

Biot’s coefficient, a 1.0 Dimensionless

Residual porosity, /r 0.009 Dimensionless

Zero-stress porosity, /0 0.1 Dimensionless

Reference temperature, Tref 100 �C

Reference pressure, Pref 20 MPa

Table 3—Parameters used in the analysis of compact and low-temperature effects.
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Fig. 7—Variations of rock absolute permeability and porosity with respect to pressure and temperature change: (left) absolute per-
meability; (right) porosity.
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According to the results, as the reservoir temperature decreases from 110 to 60�C, the capillary pressure decreases by 20 to 40%.
For the rocks that are more sensitive to change of thermal stress (with higher bulk modulus), the low-temperature effects are more sig-
nificant. Moreover, the thermal effect on the porosity is dominant compared with the effect on the surface tension, leading to decreasing
capillary pressure with respect to decreasing temperature. The reason for such a phenomenon can be seen by comparing the trend of sur-
face tension (in Fig. 8) with the porosity (in the right-hand image of Fig. 7). When reservoir temperature decreases by 50�C, the surface
tension increases by only 20%, while the porosity decreases by more than 200%. In general, the surface tension has an approximately
linear relationship with the temperature, while the porosity is an exponential function of the temperature, especially for stress-sensitive
tight reservoirs.

Case 2: Simulation of Cold-CO2 Immiscible Flooding in Tight Rock Reservoirs. In this case, we present the study of cold-CO2

injection in tight rock reservoirs. We use authentic rock-property data from Sulige reservoir. Cold CO2 is injected at a rate of 0.3 kg/s
into a 102� 102-m reservoir for 3 years. One production well is producing at a constant bottomhole pressure (BHP) of 16.2 MPa. The
initial temperature of the reservoir is 85�C. The conceptual model of this case is shown in Fig. 10. To monitor and understand the flow
behaviors, we set a point of observation in the center of the conceptual reservoir, which is represented by a black dot in Fig. 10. The
three-phase relative permeability is calculated using the extended Brooks-Corey model (Delshad and Pope 1989). The initial distribu-
tion of components is shown in Table 5. The other input parameters, including the initial phase saturation, which is calculated by the
initialization module, are listed in Table 6. We run three cases in which the injection temperatures (temperature of CO2 when it arrives
at the formation) are 20, 40, and 60�C, respectively. The domain is discretized uniformly into 51� 51 gridblocks. Fig. 11 shows a com-
parison of the phase behavior of CO2/propane/decane, which mimics a mixture consisting of CO2, an intermediate component, and a
heavy component at different temperature conditions. In the immiscible system studied by this case, injected CO2 becomes supercritical
and tends to accumulate in the gas phase; hence, it is labeled as a “gas” phase in the flash-calculation module. As demonstrated by the
comparison, when the system temperature decreases, the percentage of hydrocarbon in the gas phase becomes lower; therefore, a misci-
ble condition is more likely to be achieved for cold-gas-injection operations.

We first qualitatively show the THM effects of cold-liquid injection. The distribution of gas-phase saturation and temperature after 1 
year of injection is shown in Fig. 12. According to the gas-phase-saturation field, the gas-phase saturation increases near the injector. 
Therefore, this is immiscible flooding. Moreover, the gas saturation decreases in certain region near the saturation front. This is because 
the pressure effect propagates faster than the saturation effect. The buildup of pressure decreases the gas saturation in the region near the 
saturation front. According to the temperature field, the temperature in the vicinity of the producer slightly decreases. The reduction of 
the temperature is because the energy of the system is consumed by the expansion of the in-situ fluids, known as the Joule-Thomson 
effect. From this phenomenon, we can conclude that our simulator is capable of capturing many aspects of the complex THM behaviors 
of the multiphysical system. The variation of scaled permeability (transient permeability to initial permeability) at the injector with 
respect to time is shown in the left of Fig. 13, according to which the injected cold CO2 effectively increases the injectivity near the 
injector. When the injection temperature decreases from 60 to 20�C, the eventual increase of the permeability increases from 170 to 
280%. From this observation, it can be concluded that cold-CO2 injection can be adopted to improve the EOR performance of uncon-
ventional reservoirs. The variation of gas-phase saturation with different injection temperatures at the observation point located at the 
center of the reservoir is shown in the right of Fig. 13. From Fig. 13, the gas-phase saturation of the three cases all decrease before 
increasing, subject to the pressure-propagation effect, as mentioned previously. Moreover, the minimal values of the gas saturation of

Properties Values Units

Initial porosity of the matrix 0.02 Dimensionless

Linear thermal-expansion coefficient 11.2 10-6 m/(m�K)

Young’s modulus, E 12.0 GPa

Poisson’s ratio, t 0.25 Dimensionless

Biot’s coefficient, a 1.0 Dimensionless

Residual porosity, /r 0.009 Dimensionless

Zero-stress porosity, /0 0.15 Dimensionless

In-situ reservoir mean stress, r0 20 MPa

Table 4—Parameters used in the analysis of capillary behavior.
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the three cases are not the same. Two competing physical processes can be identified in this regard. On one hand, when injection tem-
perature is higher, the pressure at the injector’s end builds up more significantly, which tends to reduce the gas-phase saturation and to
increase the liquid-phase situation. On the other hand, when the injection temperature becomes higher, the solubility of lighter compo-
nents including CO2 and methane decreases, resulting in incremental gas-phase saturation. As a brief summary, the preceding analysis
demonstrates not only the complexity of the multiphysical processes emerging in cold-CO2 injection, but also the necessity of develop-
ing THM simulators.

Component Formula Mole Fraction

Methane CH4 0.16736

Ethane C2H6 0.04885

n-Heptane C7H16 0.09334

n-Nonane C9H20 0.05751

n-Decane C10H22 0.33736

Carbon dioxide CO2 0.05854

Water H2O 0.23704

Table 5—Initial distribution of component for cold-CO2 immiscible flooding case.

Property Value Unit

Young’s modulus 26 GPa

Poisson’s ratio 0.25 Dimensionless

Linear thermal-expansion coefficient 11.2 10�6 m/(m�K)

Rock permeability 0.2 md

Residual porosity, /r 0.02 Dimensionless

Zero-stress porosity, /0 0.2 Dimensionless

Stress coefficient, a 2�10�8 Dimensionless

Gridblock length 2 m

Injection temperature 50 �C

Initial temperature 85 �C

Initial pressure 35.2 MPa

Production pressure 16.2 MPa

Initial mean stress 80.6 MPa

Initial gas saturation 0.382 Dimensionless

Initial oil saturation 0.518 Dimensionless

Initial water saturation 0.1 Dimensionless

Residual gas saturation, Sgr 0.1 Dimensionless

Residual oil saturation, Sor 0.1 Dimensionless

Residual water saturation, Swr 0.1 Dimensionless

Table 6—Input parameters for cold-CO2 immiscible flooding case.

CO2 injector

Observation

Constant-BHP producer

Fig. 10—Conceptual model of the cold-CO2 immiscible flooding case: (left) bird view of the reservoir and (right) grids of the model.

DOI: 10.2118/193879-PA Date: 23-March-21 Stage: Page: 928 Total Pages: 22

ID: jaganm Time: 21:49 I Path: S:/J###/Vol00000/200190/Comp/APPFile/SA-SPE-J###200190

928 April 2021 SPE Journal

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/26/02/918/2431723/spe-193879-pa.pdf/1 by C

olorado School of M
ines user on 12 Septem

ber 2021



On the basis of the qualitative analysis discussed, we take a further step to quantitatively analyze the effect of the THM process on
the injectivity. Because of the low in-situ permeability of tight rock formations, the BHP usually builds up rapidly, which limits the
injection rate as well as the sweeping efficiency. Hence the control of BHP is of great importance to the success of gas EOR in tight for-
mations. One solution for this issue is adopting a huff ’n’ puff strategy (Abedini and Torabi 2014). In this work, we argue that the BHP
can be effectively controlled by cold-CO2 injection, taking advantage of the thermal unloading effect. We next compare the BHP and
recovery factor with and without the consideration of the THM effect by running two cases with injection temperatures of 20 and 85�C
(equal to reservoir temperature), respectively. The recovery factor in this case is defined as the ratio of recovered mass of hydrocarbons
with respect to the initial in-place mass of hydrocarbons. We set a field-management strategy as follows. In the beginning, the simulator
first honors the initial injection rate of 0.3 kg/s. When the BHP increases by 40 MPa (approximately 110%), which exceeds the maxi-
mum tolerance of the downhole facilities, the injector switches to honor the maximum BHP. We compare the varying BHP and the
recovery factor with and without the THM effects during the period of the 1,000-day injection, as shown in Fig. 14. According to the
results, without the considerations of the multiphysical effects, the BHP at the injector rapidly increases to the maximum allowable
value, which prevents further injection. The injection rate thus drastically decreases. Such a phenomenon implies that the injected CO2

cannot propagate far into the reservoir because of the low permeability of the formation. The injected CO2 accumulates in the vicinity
of the injector, causing the BHP to rapidly increase, resulting in low sweeping efficiency. In contrast, with the THM effects, the BHP
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observation point.
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grows much slowly. At approximately Day 380, the BHP starts to drop, indicating that the injector starts to “feel” the pressure drop
induced by the producer. Such a phenomenon results from the fact that the injected cold liquid enhances the injectivity of the injecting
well. The thermal unloading effect promotes the sweeping efficiency, leading to an 11% increase of RF improvement in this synthetic
case study. Another interesting phenomenon we observe is that at the time between Days 40 and 50, the production rate without the
THM effects is slightly higher than that with the THM effect, as shown in the right-hand side of Fig. 14. This is because the sudden
increase of BHP at the injector creates a “kick” to the pressure field, causing the flow rate to slightly increase. It is still an open question
to us whether such a process is physical or is caused by numerical dispersion.

Case 3: Simulation of Cold-CO2 Miscible Flooding in High-Water-Bearing Reservoirs. If an oil reservoir is in the vicinity of an
aquifer or has been waterflooded, the water content in the reservoir will be relatively high, and the solution of CO2 in the aqueous phase
cannot be ignored in a numerical simulation. Such a process is complicated by the THM effects during cold-CO2 flooding. In this case
study, we investigate the multiphysical effect of cold-CO2 injection in a reservoir with a high bottomwater level. We simulate a 3D
case with one cold-CO2 injector and one producer, which produces at a constant BHP of 20 MPa. In the horizontal plane, the length of
the reservoir along the x- and y-direction is 150 m, respectively. We discretize the reservoir into 50� 50 uniform gridblocks. The thick-
ness of the reservoir is 60 m. Along the vertical direction, the reservoir is discretized into 10 uniform layers. The injection well and pro-
duction well are located at Cells (1, 1, 6) and (50, 50, 6), respectively. The initial distribution of hydrocarbon components in the oil
phase is listed in Table 7. The parameters of this case are listed in Table 8. The parameters of the relative permeability curves are the
same as those used in the immiscible flooding case. At the injection condition, the injected CO2 is miscible at the first contact with the
in-situ oil; therefore, the case under study is miscible flooding. The CO2-enriched phase is thus labeled as the “oil” phase.

In such a reservoir, the oil mobility drops rapidly from the top to the bottom of the reservoir. It can be expected that without the 
alteration of the rock permeability, the injected CO2 will tend to accumulate in the top part of the reservoir because of its low density, 
causing the CO2-overriding effect. In this case we demonstrate how cold injection can potentially compensate the overriding effect. We 
first set up the initial state of the reservoir by capillary/gravity equilibrium. The relationship between the capillary pressure and the oil 
saturation is shown as the blue curve in the left-hand side of Fig. 15. We set the bottom layer of the reservoir as the datum layer, of which 
the pressure is 40 MPa and oil saturation is at the irreducible oil saturation. The pressure and oil saturation of the rest of the reser-voir are 
calculated using the gravity difference between the oil and water phase, which is compensated by capillary pressure. To fulfill the 
equilibrium calculation, we set the volume of the bottom to be infinitely large and apply the same mole concentration to the whole 
reservoir. We shut the wells and let the reservoir system equilibrate by itself for a sufficiently long time (100 years in this case) and take 
the resulting pressure gradient as the initial condition for the case study. The calculated initial oil saturation is shown in the left-hand side 
of Fig. 15. A 3D view of the initial oil-saturation field along with the grid system is shown in the right-hand side of Fig. 15.

The simulation is run for 1,500 days. The oil-saturation, temperature, and rock-permeability fields at the end of the cold-CO2 injec-
tion period are shown in Fig. 16. It can be seen that the part of the reservoir where permeability increases highly correlates with the 
region that is swept by the CO2-rich phase, indicating that the thermal unloading effect significantly enhances the mobility of the 
system. To further demonstrate the multiphysical effect, we simulate a case where the injection temperature is identical to the reservoir 
pressure and compare it with the cold-injection case. As a comparison, the CO2-rich oil saturation at the end of the injection with injec-
tion temperature of 100�C is shown in Fig. 17. According to the comparison, the cold-injection case has significantly less overriding
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Fig. 14—Comparison of the BHP of the injector and the recovery factor of the reservoir with and without the consideration of the
multiphysical effects during the EOR process.

Component Formula Mole Fraction

Methane CH4 0.150

Ethane C2H6 0.100

n-Pentane C5H12 0.100

n-Heptane C7H16 0.100

n-Octane C8H18 0.250

n-Decane C10H22 0.300

Table 7—Initial distribution of hydrocarbon components in the oil

phase at the top of the reservoir for cold-CO2 miscible flooding case.
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phenomenon, the reason of which lies in the following two aspects. On one hand, the density as well as the viscosity of the injected
CO2 is relatively higher in the low-temperature environment, and the buoyancy effect is therefore less prominent in the cold-injection
case. On the other hand, because the permeability is substantially enhanced in the vicinity of the injection point, which is located in the
lower one-half of the reservoir, the liquid phase thus preferably flows in the lower part of the reservoir. The two overlapping causes of
cold-CO2 injection effectively diminish the overriding effect, resulting in better sweeping efficiency. These results also indicate that in
the cold-CO2-injection scenario, the injection point should be at the lower one-half of the reservoir to compensate the overriding effect.
Because cold-CO2 injection is able to improve the rock permeability, the injection point should not be selected in highly permeable
layers to avoid channeling-induced early CO2 breakthrough. A similar phenomenon has been observed in the numerical study of geo-
thermal reservoirs (Wang et al. 2016). Moreover, according to the temperature profile, the temperature in the vicinity of the producer
shows no significant reduction compared with the immiscible flooding case, which is because the liquid phase is less compressible than
the gas phase and the Joule-Thompson effect is thus not visually observed.

Property Value Unit

Young’s modulus 22 GPa

Poisson’s ratio 0.25 Dimensionless

Rock permeability 4 md

Biot’s coefficient 1.0 Dimensionless

Linear thermal-expansion coefficient 11.2 10�6 m/(m�K)

Residual porosity, /r 0.02 Dimensionless

Zero-stress porosity, /0 0.15 Dimensionless

Stress coefficient, a 2�10�8 Dimensionless

Reservoir initial temperature 100 �C

Datum pressure 40 MPa

Datum depth –57 m

Production pressure 20 MPa

Injection rate 0.7 kg/s

Initial mean stress 85 MPa

Residual oil saturation, Sor 0.15 Dimensionless

Irreducible water saturation, Swr 0.12 Dimensionless

Table 8—Input parameters for cold-CO2 injection case.

0

–10
1.0

Oil Saturation

0.8

0.6

0.4

0.2

Injection

Production

–20

–30

–40

–50

–60
1.00.80.60.4

Oil Saturation

C
ap

ill
ar

y 
P

re
ss

ur
e 

(b
ar

)

D
ep

th
 (

m
)

0.2

Capillary pressure vs. So

Depth vs. So

0
0

0.5

1.0

1.5

2.0

2.5

3.0

Fig. 15—(Left) Pc vs. So curve and vertical distribution of oil saturation. (Right) 3D view of the initial oil saturation.

1.0
0.8
0.6
0.4
0.2

Oil Saturation
100
90
80
70
60

Temperature (°C)
8
7
6
5
4

Permeability (md)

Fig. 16—Distribution of the oil saturation, temperature, and rock permeability at the end of cold-CO2 injection.

DOI: 10.2118/193879-PA Date: 23-March-21 Stage: Page: 931 Total Pages: 22

ID: jaganm Time: 21:49 I Path: S:/J###/Vol00000/200190/Comp/APPFile/SA-SPE-J###200190

April 2021 SPE Journal 931

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/26/02/918/2431723/spe-193879-pa.pdf/1 by C

olorado School of M
ines user on 12 Septem

ber 2021



We select Cells (25, 25, 6) as an observation point, which is located at the center of the injection layer. The comparison of the
CO2-rich oil phase saturation and the total concentration of CO2 component at the observation point with and without the multiphysical
effect is shown in Fig. 18. According to the results, the multiphysical effect induced by cold injection significantly mobilizes and
advances the propagation of the oil phase. An intriguing phenomenon from Fig. 18 is that the oil saturation has a short decline when the
CO2 front reaches the observation point. This phenomenon is resulted from the solution of CO2 in the aqueous (water) phase. To high-
light the effect of CO2 solubility, we simulate a case with no CO2 solution. We do so by manually eliminating the calculation of the
Shock and Helgeson (1988) formulation. The comparisons of the oil saturation, CO2 total concentration, and oil-phase viscosity are
shown in Fig. 19. According to the comparison, when CO2 only exists in the oil phase, the variation of the oil-phase saturation become
monotonous. It can then be concluded that for each individual gridblock, the CO2 flooding in this model consists of three stages. In the
first stage, before the CO2 front reaches the cell, the inflowing hydrocarbon is mostly because of the mobilization and expansion of the
oil phase in the upstream direction. In the second stage, the CO2 component reaches the targeted gridblock, and the oil phase competes
with the aqueous phase in the solution of the CO2 component. In the third stage, the inflowing oil phase eventually consists of the pure-
CO2 component. For Cells (25, 25, 6) with cold injection, the three stages are roughly between Days 0 to 500, 500 to 1,000, and 1,000
to 1,500, as shown in Fig. 18.

We further investigate the grid-size effect on the simulation result as well as computational efficiency, which is quantified by
central-processing-unit (CPU) times. On the basis of the base model (Case 1), we run two more cases. All three cases are run by an
IntelVR Core� i7-7700 processor (Intel Corporation, Santa Clara, California, USA). In the first one of the two cases, we refine the verti-
cal direction of the grid by two times, so that the grid becomes 50� 50�20. Along the vertical direction, the gird size is 3 m. In another
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case, we refine the grid along the x- and y-direction into 100� 100 blocks. The detailed model descriptions of the three cases, along
with their CPU time performances, are summarized in Tables 9 and 10. According to Table 10, for all three cases the CPU time spent
in the flash-calculation module is steadily between 20 and 30%, while the portion of CPU times spent in the linear solver increases
along with model size. The comparison of the CO2 total concentration at the end of the injection is presented in Fig. 20. According to
the comparison, Case 1 (the base case) and Case 3 yield roughly close (within 10%) results, while the result of Case 2 is different from
the others. An interesting finding from the comparison is that Case 2 requires the most computational resources, although it has fewer
gridblocks than Case 3. This phenomenon implies that in such a case with vertical-density instability, refining along the vertical direc-
tion is critical for improving the accuracy of the simulation results.

Conclusions

CO2 injection has been among the few options for effective improved-oil-recovery/EOR operations for both conventional and uncon-
ventional oil reservoirs under current economic conditions. Even with the significant progress made in modeling studies of CO2-EOR
processes in the past several decades, many important physical processes, such as geomechanics and thermal influence, are still poorly
understood or largely ignored. To study the effects of THM processes on CO2-EOR performance, this paper presents a comprehensive
mathematical model to simulate multiphysical THM flow and transport processes in reservoirs using an unstructured grid. We have
implemented a fully coupled THM framework model in MSFLOW_CO2 to simulate the multiphysical processes during CO2-EOR. The
THM modules of the developed model have been verified against analytical and numerical solutions with sufficient accuracy. The
mean-stress method used in this simulator for geomechanics coupling is able to capture the poroelastic effect during the CO2-EOR pro-
cesses in petroleum reservoirs.

To simulate the complex phase behaviors of the three-phase system, we have implemented an efficient flash-calculation module that
uses minimization of the Gibbs free energy. We have benchmarked the flash-calculation module with respect to experimental results.
The minimization of the Gibbs free energy shows the flexibility in capturing the phase transition during CO2 flooding. Moreover, this
method can be potentially applied to simulate more complex systems, such as systems with four or more phases.

As application examples, we have studied the effects of miscible and immiscible cold-CO2 injection on the production performance of
unconventional reservoirs. This effect has been ignored in general by existing commercial simulators or modeling studies. We have dis-
covered that cold-CO2 injection effectively increases the injectivity in CO2 application in low-permeability unconventional reservoirs.
The approaches and results presented in this work can potentially provide insights to field applications of CO2 EOR operations.

Nomenclature

A ¼ area of a connection, m2

D ¼ diffusive coefficient, m2/s
E ¼ Young’s modulus, Pa
fi ¼ fugacity of the ith component, Pa
F ¼ flux term, mole/second

Case

Index

Number of Grids,

x-Direction (m)

Number of Grids,

y-Direction (m)

Number of Grids,

z-Direction (m)

Total

Gridblocks

Block Size

(m�m�m)

Case 1 50 50 10 25,000 3�3�6

Case 2 50 50 20 50,000 3�3�3

Case 3 100 100 10 100,000 1.5�1.5�6

Table 9—Summary of model dimensions for comparison of grid sizes.

Case

Index

Linear

Solver

(days)

Flash

Calculation

(days)

Miscellaneous

Items (days)

Total

CPU Time

(days)

Case 1 0.06 0.03 0.05 0.14

Case 2 0.37 0.24 0.25 0.86

Case 3 0.31 0.20 0.18 0.69

Table 10—Comparison of CPU time.
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Fig. 20—Comparison of the CO2 total concentration at the end of the injection: (left) 50 3 50310; (middle) vertically refined to
50 3 50320; (right) horizontally refined to 100 3 100310.
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g ¼ gravity terms
G ¼ Gibbs energy, J

G* ¼ Gibbs energy for optimization, J
GS ¼ shear modulus

h ¼ enthalpy
Ka ¼ apparent permeability, m2

Ki ¼ equilibrium ratio of component i, dimensionless
Kr ¼ relative permeability, dimensionless
KR ¼ formation heat conductivity, W/(mṡK)
Kb ¼ phase heat conductivity, W/(mṡK)

K1 ¼ absolute permeability, m2

M ¼ accumulation term, mole
n ¼ number of moles, mole

Nc ¼ number of components, dimensionless
NP ¼ number of phases, dimensionless
Nt ¼ total number of moles, mole
P ¼ pore pressure, Pa

Pc ¼ capillary pressure, Pa
PCR ¼ critical pressure, Pa

Pr ¼ reduced pressure, Pa
Q ¼ generation term, mole/second
R ¼ residaul vector, dimensionless

Sb ¼ phase saturation, dimensionless)
T ¼ temperature, K

TCR ¼ critical temperature, K
Tr ¼ reduced temperature, K

Tref ¼ reference temperature, K
t ¼ time, seconds

u ¼ displacement vector, m
ub ¼ phase specific internal energy, J/mole
V ¼ volume, m3

xi ¼ mass concentration of the ith component, dimensionless
zi ¼ mole fraction of the ith component, dimensionless
a ¼ Biot’s coefficient, dimensionless

ab ¼ mole fraction of phase b, dimensionless
b ¼ phase index

bT ¼ thermal expansion coefficient diagonal strain component, dimensionless
Dt ¼ length of time step, seconds
ev ¼ volumetric strain, dimensionless
hb ¼ stability indicator of phase b, dimensionless
kL ¼ Lame’s coefficient, Pa
kb ¼ Lagrange multiplier, dimensionless
l ¼ viscosity, Pa�s
li ¼ chemical potential of the ith component, J/mole
q ¼ molar density, mole/m3

r0 ¼ effective stress, Pa
rkk ¼ diagonalstress component
r0m ¼ effective mean stress, Pa
rm ¼ mean stress
/ ¼ porosity, dimensionless
u ¼ fugacity coefficient, dimensionless
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Appendix A—Equation of State and Fugacity Model

The calculation of the Gibbs free energy requires the calculation of the fugacity of the component, which is achieved by the reformula-
tion of an equation of state. In MSFLOW_CO2, the Soave-Redlich-Kwong equation of state is used for the calculation of the density as
well as the fugacity of the vapor-hydrocarbon and the liquid-hydrocarbon phases. The fugacity of the vapor-hydrocarbon and the
liquid-hydrocarbon phases is shown by
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where Z is the compressibility factor and xj and yj are the mole fractions, as defined previously. In Eqs. A-1 and A-2, the parameter a is
defined as

a ¼
XNC

i¼1

XNC

j¼1

xixjaij: ðA-3Þ

aij is defined as

aij ¼ 1� kij

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aiaiajaj
p

; ðA-4Þ

where kij is the interaction parameter, listed in Appendix C.
ai and ai are defined as

ai ¼ 0:42747
R2T2

CRi

PCRi

; ðA-5Þ

where TCRi
and PCRi

are the critical temperature and critical pressure of component i, respectively,
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ffiffiffiffiffiffi
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p� �� �2
; ðA-6Þ

where

S�i ¼ 0:48508þ 1:55151xi � 0:15613x2
i : ðA-7Þ

The reduced temperature and pressure are defined as

Tri
¼ T

TCRi

; ðA-8Þ

Pri
¼ P

PCRi

; ðA-9Þ

where xi is the acentric parameter of component i,

b ¼
XNC

i¼1

xibi; ðA-10Þ

bi ¼ 0:08664
RTCRi

PCRi

: ðA-11Þ

The aqueous (water)-phase properties are calculated using the Shock and Helgeson (1988) approach. The chemical potential liAq of
the ith solute component (nonwater component) in the water phase is calculated as

liAq

RT
¼ g�i

RT0

�
ðT
T0

h
�
i

RT2
dT þ

ðP
P0

v�i
RT

dPþ lnaiAq; ðA-12Þ

where T0 and P0 are the standard temperature and pressure, respectively, and g�i , h
�
i , and v�i are the partial molar Gibbs energy, partial

molar enthalpy, and partial molar volume of a hypothetical solution, respectively. The detailed formulations of g�i , h
�
i , and v�i can be

found in Shock and Helgeson (1988). The chemical potential of the water component in the water phase is calculated as

lwAq

RT
¼ gw0;pure

RT0

�
ðT
T0

hw;pure

RT2
dT þ

ðP
P0

vw;pure

RT
dPþ lnawAq; ðA-13Þ

where the subscript “pure” refers to the pure-water phase. The details of the implementation of water fugacity can be found in Bromley
(1973) and Jager et al. (2003).
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Appendix B—Thermal, Hydraulic, and Rock Mechanical Properties

hb, the enthalpy of the hydrocarbon phase b, is calculated using a simple mixing rule based on the enthalpy of the pure components,

hb¼
XNC

i¼1

xibhi; b ¼ G;L; ðB-1Þ

where hi is retrieved from Lemmon (2002). We use a linear function of temperature to regress the data,

hi¼a0 þ a1 T � 275ð Þ: ðB-2Þ

The critical temperature (Tc ), critical pressure (Pc), acentric factor (w), molecular weight, and two enthalpy parameters (a0, a1) are
listed in Appendix C. The enthalpy of the water phase is directly from the TOUGH2 simulator, as used by Wang et al. (2016).

The mechanical properties have effects on the permeability as well as the porosity of the formation rock. In general, the porosity and
permeability can be expressed as a function of pressure, temperature, and mean stress, as

/ ¼ / P; T; rmð Þ; ðB-3Þ

K ¼ K P;T; rmð Þ: ðB-4Þ

MSFLOW_CO2 has implemented several correlations for permeability and porosity from the literature (Rutqvist et al. 2002; Taron
et al. 2009; Wang et al. 2016). Moreover, MSFLOW_CO2 allows the user to enter a table of permeability and porosity with respect to
the primary variables. One example of these correlations is as follows (Wang et al. 2017a, 2017b). The porosity of the rock can be cal-
culated as

/ ¼ /0 1þ cp P� Prefð Þ þ 3bT T � Trefð Þ
� �

; ðB-5Þ

where cp and bT are the compressibility and the thermal-expansion coefficient, respectively; Pref is a reference pressure and Tref is a ref-
erence temperature; and /0 and / are the initial porosity and the transient porosity of the rock, respectively. Another correlation directly
correlates the porosity with the effective mean stress (Davies and Davies 1999; Rutqvist et al. 2002),

/¼/r þ /0 � /rð Þe�aDr0m ; ðB-6Þ

where /r is the residual porosity at maximum stress, /0 is the porosity when the stress is zero, and r0m is the mean effective stress. The
change of the mean effective stress is calculated by

Dr0m ¼ 3bKB T � Trefð Þ � a P� Prefð Þ; ðB-7Þ

where b is the linear thermal-expansion coefficient and KB is the bulk modulus.
Using the calculated porosity, the permeability can be calculated from the Carman-Kozeny equation (Carman 1956; Kruczek 2014) as

K ¼ K0

1� /0

1� /

� �3 /
/0

� �3

: ðB-8Þ

Moreover, the mechanical effect on the gridblock volume is quantified by means of the volumetric strain eV as

V ¼ V0 1� eVð Þ; ðB-9Þ

where V0 and V are the initial and the transient volume of the gridblock, respectively.
In MSFLOW_CO2, the three-phase relative permeability is calculated using the extended Brooks-Corey model (Delshad and

Pope 1989),

kro ¼ kro;max

So � Sor

1� Sor � Swr � Sgr

� �no

; ðB-10Þ

krw ¼ krw;max

Sw � Swr

1� Sor � Swr � Sgr

� �nw

; ðB-11Þ

krg ¼ krg;max

Sg � Sgr

1� Sor � Swr � Sgr

� �ng

; ðB-12Þ

where kro;max, krw;max, and krg;max are the maximum relative permeability for the liquid-hydrocarbon phase, the aqueous phase, and the
gas phase, respectively, while Sor, Swr , and Sgr are the residual relative permeability for each phase, respectively. By default, no, nw, and
nw are set to 3.0, 2.0, and 3.0 for water-wet reservoirs.

The viscosities of the hydrocarbon phases are calculated from the classical Lohrenz-Bray-Clark viscosity correlation, in which the
parameters are taken from the work of Yang et al. (2007). The viscosity of the aqueous phase with dissolved CO2 is calculated using
the correlation adopted in Pan and Oldenburg (2016). Because the correlations are very lengthy, we do not list the detailed formulations
in this manuscript. Interested readers can refer to the Yang et al. (2007) and Pan and Oldenburg (2016).

Appendix C—Parameters for Flash Calculation

Table C-1 lists the binary-interaction coefficients for the calculation of pressure/volume/temperature properties. Table C-2 lists the
critical properties, acentric factor, molecular weights, enthalpy parameters, and parachor of each of the components used in this study.
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CH4 C2H6 C3H8 n-C4H10 n-C5H12 n-C6H14 n-C7H16 n-C8H18 n-C9H20 n-C10H22 CO2 H2O

CH4 0 0 0.01 0.01 0.02 0.04 0.04 0.05 0.05 0.05 0 0

C2H6 0 0 0 0.01 0.01 0.01 0.02 0.02 0.02 0.03 0 0

C3H8 0.01 0 0 0 0.01 0.03 0.06 0.06 0.01 0.02 0 0

n-C4H10 0.01 0.01 0 0 0.02 0.02 0.02 0.01 0.01 0 0 0

n-C5H12 0.02 0.01 0.01 0.02 0 0 0 0 0 0 0 0

n-C6H14 0.04 0.01 0.03 0.02 0 0 0 0 0 0 0 0

n-C7H16 0.04 0.02 0.06 0.02 0 0 0 0 0 0 0 0

n-C8H18 0.05 0.02 0.06 0.01 0 0 0 0 0 0 0 0

n-C9H20 0.05 0.02 0.01 0.01 0 0 0 0 0 0 0 0

n-C10H22 0.05 0.03 0.02 0 0 0 0 0 0 0 0 0

CO2 0 0 0 0 0 0 0 0 0 0 0 0

H2O 0 0 0 0 0 0 0 0 0 0 0 0

Table C-1—Binary-interaction coefficients for the calculation of properties.

Tc (K) Pc (MPa) w MW (g�mol�1) a0 [KJ�(kg�K)�1] a1 [KJ�(kg�K)�1] Parachor

CH4 190.56 4.599 0.0115 16.043 2.191 0.002672 77.0

C2H6 305.32 4.872 0.0995 30.07 1.651 0.004384 108.0

C3H8 369.83 4.248 0.1523 44.096 0.79 0.00468 150.3

n-C4H10 408.14 3.648 0.2002 58.123 0.818 0.004255 203.4

n-C5H12 469.7 3.37 0.2515 72.15 –0.218 0.001895 231.5

n-C6H14 507.6 3.025 0.3013 86.177 –0.491 0.007187 271.0

n-C7H16 540.2 2.74 0.3495 100.204 –0.756 0.007811 312.5

n-C8H18 568.7 2.49 0.3996 114.231 –0.989 0.00836 351.5

n-C9H20 594.6 2.29 0.4435 128.258 –1.236 0.008951 393.0

n-C10H22 617.7 2.11 0.4923 142.285 –1.465 0.009484 617.7

CO2 304.3 7.39 0.2236 44.01 0.727 0.003722 446.2

H2O 647.3 22.06 0.3440 18.015 – – 110.0

H2S 373.5 9.01 0.2704 34.01 0.402 0.00283 80.1

Table C-2—Parameters for the calculation of component properties. MW¼molecular weight.
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