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Summary

Fractured vuggy reservoir is a typical type of carbonate reservoir. The 3D complex fracture networks and Stokes flow inside vugs make
fractured vuggy reservoir simulation remain a challenging problem. Most of the proposed models in previous studies are computation
consuming, which cannot meet with the demand of field application. In this paper, a novel and efficient hybrid model, consisting of a
modified embedded discrete fracture model (EDFM) and a vug model, is proposed to simulate multiphase flow in 3D complex fractured
vuggy reservoirs. The modified EDFM improves the fracture-discretization process by using two sets of independent grids for matrix
and fracture systems, which promotes the modeling of 3D complex fractures in real geological structures. Meanwhile, the vug model
simplifies the coupled porous-free flow with the assumption of multiphase instantaneous gravity differentiation. The accuracy of the
modified EDFM and the vug model is demonstrated by comparing the results with those of the conventional EDFM and volume of fluid
(VOF) method. After that, a series of case studies, including three conceptual fracture-vug unit models and a real field model, have
been conducted to test the proposed hybrid model. The results of the three fracture-vug unit models indicate the significant effect of a
local fracture-vug structure on the flow characteristics and production performance. Finally, the application with a real field model with
3D complex fracture and vug geometries further verifies the practicability of our proposed model in real fractured vuggy reservoirs.

Introduction

In the past decades, carbonate reservoirs have always been an important source of oil and gas. They are usually characterized by the
well-developed fractures and vugs due to the tectonic movement and paleokarst dissolution effects (Loucks 1999; Smosna et al. 2005;
Lyu et al. 2017). However, because of the complex fracture and vug geometries and flow patterns, numerical simulation of fluid flow in
fractured vuggy media has always been a challenging problem. Many efforts have been made in modeling fractured vuggy reservoirs
(Popov et al. 2009; Yao et al. 2010; Huang et al. 2011; Wu et al. 2011).

The commonly used models for analyzing flow in a fractured vuggy reservoir can be divided into two categories. The first category is
the continuum model such as dual-porosity, dual-permeability, and multiple-porosity models. Warren and Root (1963) firstly introduced
the dual-porosity model into the petroleum industry for the single-phase flow in fractured reservoirs, in which the interconnected fractures
are assumed to be in sugar-cube configuration and main flow paths, while the matrix only provides storage for fluid. Later, dual-porosity
was extended to dual-permeability for single-phase and multiphase flow (Chen 1989; Quandalle and Sabathier 1989; Guo et al. 2012). In
addition to the dual porosity/permeability models, a number of triple porosity models have been proposed to take into consideration of
vugs. In particular, Camacho-Velazquez et al. (2002) and Liu et al. (2003) presented several triple continuum models for single-phase flow
in fractured vuggy system, and Kang et al. (2006) and Wu et al. (2011) further proposed a triple continuum model for multiphase flow
with consideration of different local fracture and vug configurations. However, considering the assumption of regular fracture/vug configu-
ration, these models are simplistic representations of geologically complex reservoirs, which cannot well describe the realistic fracture and
vug geometries. To resolve these problems, discrete medium models have been developed, such as discrete fracture network model (DFN)
(Karimi-Fard et al. 2004; Huang et al. 2014), EDFM (Lee et al. 1999; Xu et al. 2017; Zhang et al. 2017; Yan et al. 2018, 2019), and discrete
fracture-vug network model (DFVN) (Yao et al. 2010). For DFN, the generation of the conformal unstructured meshes for complex frac-
ture networks is the key step. However, the complex fracture geometries bring great difficulties to the meshing process, especially when
the fractures are highly developed. Furthermore, the DFN is not well compatible with the geological model established by corner-point
grids. Then the EDFM, a kind of nonconformal method which avoids the meshing process of complex fracture networks, was proposed
(Lee et al. 2001; Li and Lee 2008). EDFM simplified the meshing problem by directly incorporating the fractures into the background
grid, and linking the fractures and matrix with additional non-neighbor connections and transmissibility. Recently, EDFM has been imple-
mented in various complex problems, such as nonvertical fractures (Moinfar et al. 2014) and fracture modeling in corner-point grid sys-
tems (Panfili and Cominelli 2014; Fumagalli et al. 2016; Xu and Sepehrnoori 2019; Xu et al. 2019). Xu and Sepehrnoori (2019) gives the
detailed algorithms and workflow for the implementation of EDFM in corner-point grids. Furthermore, to take into consideration of vugs,
DFVN was developed to handle the coexistence of porous flow in matrix and fractures and free flow in vugs. In DFVN, Darcy’s law is
used for the flow in porous rock and fractures, Navier–Stokes equations are used for the free flow in vugs, and the two governing equations
are coupled by Beavers–Joseph–Staffman (Beavers and Joseph 1967; Saffman 1971) interface conditions. More complexity can be intro-
duced under multiphase flow condition. Huang et al. (2016) and Xie et al. (2017) presented coupled two-phase porous-free flow model and
its corresponding numerical scheme. However, the high computational complexity limits its use in real field-scale simulation. Therefore,
for most of the above models, there are still some drawbacks for the application in 3D complex fractured vuggy reservoirs.

To this end, an efficient hybrid model was proposed for the characterization and simulation of 3D complex fractured vuggy reser-
voirs. In the hybrid model, a modified EDFM is used for handling 3D complex fracture geometry and flexible incorporation into vari-
able grid systems, such as structured, unstructured, and corner-point grids. Moreover, a simplified vug model is developed to describe
the coupled porous-free flow region near vugs. Finally, on the basis of the proposed hybrid model, simulations are carried out on a
series of conceptual models and one real field model, and the results show the accuracy and practicability of the hybrid model.
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Hybrid Model for Fractured Vuggy Reservoir

Mathematical Model. An isothermal black oil system in fractured vuggy reservoirs is considered in this paper. The fluid flow in
porous matrix and fractures is assumed to follow Darcy’s law, and the multiphase flow in vugs is simplified into instantaneous gravity
differentiation, which will be discussed in the Vug Model subsection. Therefore, the mass-balance equations for multiphase flow in
porous matrix and fractures can be expressed as (Aziz and Settari 1979)

�r � ðqovoÞþqo ¼
@ð/qoSoÞ

@t
; ð1Þ

�r � ðqgovo þ qgvgÞ þ qg ¼
@½/ðqgoSo þ qgSgÞ�

@t
; ð2Þ

�r � ðqwvwÞ þ qw ¼
@ð/qwSwÞ

@t
; ð3Þ

where the Darcy’s velocity of phase b (b¼ o, g, w for oil, gas, and water) is defined as

vb ¼ �
kkrb

lb
� rwb; ð4Þ

qo and qgo are the density of oil and gas component in oil phase; qg and qw are the density of gas and water phase at reservoir condi-
tions; qb is the sink/source term of phase b for unit volume of medium; / is porosity; Sb is the saturation of phase b; k is the absolute
permeability tensor, which can be characterized by a diagonal tensor with two principal permeabilities for 2D and three for 3D when
the axes are aligned with the principal directions. For simplicity, the permeability tensor k is written as a scalar k in the following equa-
tions because only isotropic problems are involved in our study; krb is the relative permeability of phase b; lb is the viscosity of phase
b; wb is the flow potential of phase b, defined as wb¼ pb – qbgD; pb is the pressure of phase b; g is the gravitational acceleration; D is
the depth.

In addition to the above equations, there are constitutive equations for the system

So þ Sg þ Sw ¼ 1; ð5Þ

pw ¼ po � pcow; ð6Þ

pg ¼ po � pcog; ð7Þ

where pcow and pcog are the oil/water and oil/gas capillary pressure.

Numerical Formulation. To numerically solve the fluid flow equation system, Eqs. 1–3 are discretized in space by integral finite dif-
ference method, and time discretization is carried out with a first-order backward finite difference scheme. The discretized governing
equations are written as follows:

X
j2Ni

½ðqokoÞtþ1
ijþ1=2Ttþ1

ij ðw
tþ1
oj � wtþ1

oi Þ� þ ðVqoÞtþ1
i ¼ ðV/qoSoÞtþ1

i � ðV/qoSoÞti
Dt

; ð8Þ

X
j2Ni

½ðqgokoÞtþ1
ijþ1=2Ttþ1

ij ðwtþ1
oj � wtþ1

oi Þ þ ðqgkgÞtþ1
ijþ1=2Ttþ1

ij ðwtþ1
gj � wtþ1

gi Þ� þ ðVqgÞtþ1
i ¼

½V/ðqgoSo þ qgSgÞ�tþ1
i � ½V/ðqgoSo þ qgSgÞ�ti

Dt
;

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � ð9Þ

X
j2Ni

½ðqwkwÞtþ1
ijþ1=2Ttþ1

ij ðw
tþ1
wj � wtþ1

wi Þ� þ ðVqwÞtþ1
i ¼ ðV/qwSwÞtþ1

i � ðV/qwSwÞti
Dt

; ð10Þ

where Ni denotes all the neighbors of gridblock i; superscript t denotes the previous time level; tþ 1 is the current time level; subscript
ijþ 1/2 denotes upstream weighting of flow properties at the interface of gridblocks i and j; Vi is the volume of element i; Dt is the time-
step size. The phase mobility k is defined as

kb ¼ krb=lb: ð11Þ

Tij is the transmissibility associated with the connection between gridblocks i and j, which is evaluated by two-point flux approxima-
tion (Lie 2014)

Tij ¼
TiTj

Ti þ Tj
; ð12Þ

where Ti is the one-sided transmissibility associated with block i, defined as

Ti ¼
kiAij

di
ni � ci; ð13Þ

where ki is the absolute permeability of block i; Aij is the interface area between gridblocks i and j; di is the distance between the cen-
troid of block i and the centroid of the interface; ni is the unit normal to the interface inside block i; ci is the unit vector along the direc-
tion of the line joining the centroid of block i to the centroid of the interface. These quantities are illustrated in Fig. 1.
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The phase potential term wbi in Eqs. 8–10 is defined as

wbi ¼ pbi � qbigDi; ð14Þ

where Di is the depth to the center of block i from a reference datum.
Then Eqs. 8–10 can be written in residual forms as follows

Ro;tþ1
i ¼ ðV/qoSoÞtþ1

i � ðV/qoSoÞti
Dt

�
X
j2Ni

½ðqokoÞtþ1
ijþ1=2Ttþ1

ij Dijðwtþ1
o Þ� � ðVqoÞtþ1

i ; ð15Þ

Rg;tþ1
i ¼

½V/ðqgoSo þ qgSgÞ�tþ1
i � ½V/ðqgoSo þ qgSgÞ�ti

Dt
�
X
j2Ni

½ðqgokoÞtþ1
ijþ1=2Ttþ1

ij Dijðwtþ1
o Þ þ ðqgkgÞtþ1

ijþ1=2Ttþ1
ij Dijðwtþ1

g Þ� � ðVqgÞtþ1
i ;

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � ð16Þ

Rw;tþ1
i ¼ ðV/qwSwÞtþ1

i � ðV/qwSwÞti
Dt

�
X
j2Ni

½ðqwkwÞtþ1
ijþ1=2Ttþ1

ij Dijðwtþ1
w Þ� � ðVqwÞtþ1

i ; ð17Þ

where the potential difference DijðwbÞ can be calculated by

DijðwbÞ ¼ pbj � pbi þ qb;ijþ1=2ðDi � DjÞg: ð18Þ

For the above nonlinear equation system, the Newton–Raphson iteration method can be used and gives the following schemes

Rb;tþ1
i ðxk;pþ1Þ ¼ Rb;tþ1

i ðxk;pÞ þ
X

k

@Rb;tþ1
i ðxk;pÞ
@xk

dxk;pþ1 ¼ 0; ð19Þ

X
k

@Rb;tþ1
i ðxk;pÞ
@xk

dxk;pþ1 ¼ �Rb;tþ1
i ðxk;pÞ; ð20Þ

xk;pþ1 ¼ xk;p þ dxk;pþ1; ð21Þ

for b¼ g, w, or o for gas, water and oil, respectively; where xk is primary variable k with k¼ 1, 2, and 3 and p is iteration level. The
Newton–Raphson iteration is conducted in one timestep, and the primary variables xk,pþ1 are updated until the residuals Rb;tþ1

i , i.e.,
mass balance errors, over an iteration are reduced below preset convergence tolerances.

Modified EDFM. The EDFM is an efficient method to simulate complex fracture geometries. The reservoir can be discretized with
flexible grid systems without consideration of the fractures. Then the fractures are embedded into the reservoir grid system, and discre-
tized into fracture segments by the matrix block boundaries (Moinfar et al. 2014; Xu et al. 2017). A series of non-neighboring connec-
tions (NNC) and corresponding transmissibility are established to relate matrix and fracture systems. However, the discretization of
fractures is actually highly sensitive to the matrix grid system and a quite complicated geometric problem, especially under 3D condi-
tions. As shown in Fig. 2, various fracture segment shapes can be formed, such as triangular, quadrilateral, pentagonal, and hexagonal,
even if the matrix grid is cuboid. More complexity may be introduced with complicated fracture geometries and matrix grid type, such
as polygonal fractures and corner-point matrix grids.

It is clear that the difficulty is caused by the link of the fracture gridding with the matrix grid system. Therefore, it is natural to solve
this problem by separating the fracture gridding process from the matrix grids. Then a modified EDFM is proposed here to simplify the
discretization of 3D complex fracture geometries. In modified EDFM, the matrix and fractures are discretized separately. This results in
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Fig. 1—Schematic of two adjacent blocks and the definition of different parameters involved in transmissibility.
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two independent grid systems and greatly increases the flexibility of the meshing process. For example, structured grids or corner-point
grids can be used for matrix discretization and unstructured grids for fractures, as shown in Fig. 3. Then the fracture grids are incorpo-
rated into the matrix grid systems in a way like the conventional EDFM.

Similar to conventional EDFM, the key of modified EDFM is the calculation of NNC transmissibility. In the modified EDFM, there
are two types of NNC transmissibility. One is the NNC transmissibility between fracture/matrix (f–m) grids, and another is the NNC
transmissibility between fracture/fracture (f–f) grids.

The f–m transmissibility depends on the matrix permeability and fracture grid geometry. On the basis of the assumption that the
pressure gradient in the matrix grid is uniform and normal to the fracture plane (Li and Lee 2008), the f–m transmissibility can be calcu-
lated by

Tf�m ¼
2kmAf

df�m
; ð22Þ

where Af is the area of the fracture grid on one side; km is the matrix permeability; and df–m is the average normal distance from matrix
to the fracture grid, which is calculated as

df�m ¼

ð
jd � njdVm

Vm
; ð23Þ

where Vm is the volume of the matrix gridblock; dVm is the volume element of matrix; d is the vector from the volume element to the
centroid of fracture grid; and n is the unit normal of the fracture plane. The integration in Eq. 23 may be difficult when the shape of
matrix grid is irregular, such as corner-point grid shown in Fig. 4a. Here, the coordinate transformation is used to calculate the integra-
tion. As shown in Fig. 4, the corner-point grid is mapped into the reference grid, which is a cube with the length of each edge being two
and has the center at the origin. The transformation functions, similar to the shape functions in finite element method, are defined in the
reference grid to establish the mapping relation between the two grids as follows:

xðnÞ ¼
X8

i¼1

NiðnÞxi; ð24Þ

NiðnÞ ¼
1

8
ð1þ nniÞð1þ ggiÞð1þ ffiÞ; ð25Þ

where x¼ [x1, x2, x3]T is the global coordinate; n¼ [n, f, g]T is the reference coordinate; Ni(n) is the interpolation function; xi is the
coordinate of node i; and (ni, fi, gi) are the values of the reference coordinate corresponding to node i. Then Eq. 23 can be written as fol-
lows, and calculated by Gauss integration method as

df�m ¼

ð1

�1

ð1

�1

ð1

�1

~dðnÞ � ~njJjdndgdf

Vm
�

XNG

i¼1

xi
~dðniÞ � ~njJj

Vm
; ð26Þ
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Fig. 2—Schematic of 3D fracture discretization in conventional EDFM.

Fig. 3—Schematic of 3D fracture discretization in modified EDFM.
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where NG is the number of integration points; ni is the integration point; xi is the integration weight; ~d (n) is the vector from (n, f, g) to
the centroid of fracture grid in the reference coordinate; ~n is the transformed unit normal of the fracture plane; and J is the Jacobian
matrix of the mapping, which can be obtained as follows:

J ¼ @x

@n
¼
X8

i¼1

xi
@NiðnÞ
@n

: ð27Þ

Moreover, it should be noted that the coordinate transformation shown in Fig. 4 is only used to calculate the integration in Eq. 23.
The phase potential and the flux calculation are still evaluated in the original space.

However, when a fracture grid is located at matrix grid boundaries, as the red fracture grid shown in Fig. 3, the calculation of the
interface area between the matrix and fracture grids may involve 3D plane intersection problem. For simplicity, only the connection
between the fracture grid and the matrix gridblock where the centroid of fracture grid is located is evaluated. The f–m transmissibility is
calculated by Eq. 22 using the whole area of fracture grid as the interface area between the matrix and fracture grids. Errors can be
introduced by this approximation, but reduced by using small-size fracture grids, commonly comparable to or smaller than matrix grid,
which are evidenced by the results in the Validation of modified EDFM subsection.

The f–f transmissibility includes the transmissibility between fracture grids in one individual fracture, and intersected fracture grids
in different fractures, as shown in Fig. 5. For the fracture grids in one individual fracture, only involving the connections between two
fracture grids as the blue grids in Fig. 5, the f–f transmissibility can be normally calculated in a way like Eq. 12

Tf�f ¼
a1a2

a1 þ a2

; ð28Þ

ai ¼
Aiki

di
ni � f i; ð29Þ

where Ai is the area of the interface between the two fracture grids; ki is the permeability of fracture grid i; di is the distance between
the centroid of the interface and the centroid of fracture grid i; ni is the unit normal to the interface inside fracture grid i; and fi is the
unit vector along the direction from the centroid of the interface to the centroid of fracture grid i.

For the fracture grids at fracture intersections, the connections among multiple fracture grids (commonly more than two grids) are
involved, such as the red grids in Fig. 5. To evaluate the transmissibility at fracture intersections, the approximation, i.e., star-delta
transformation, proposed by Karimi-Fard et al. (2004) is adopted. For an intersection with n connections, the f–f transmissibility can be
calculated by
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n

n

~

Fig. 4—Schematic of coordinate transformation from (a) corner-point grid to (b) reference grid.

Fig. 5—Schematic of fracture grids for calculation of fracture transmissibility. The blue grids represent the fracture grids in one
individual fracture, and the red ones represent the grids at fracture intersection.
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Ti�j ¼
aiajXn

k¼1

ak

; ð30Þ

where Ti–j is the transmissibility between fracture grids i and j, and the calculation of ak can refer to Eq. 29.

Vug Model. In vugs or karst conduits, the fluid flow usually exhibits free flow regime and follows Navier–Stokes equation. Therefore,
porous flow and free flow coexist in fractured vuggy reservoirs. However, the coupling system of porous and free flow is very compli-
cated, and its numerical solution also remains challenging especially under multiphase flow condition.

To meet the demands of engineering application, a simplified vug model is proposed on the basis of some reasonable assumptions. In
this model, we assume a low-velocity laminar flow in vugs, and then the instantaneous gravity differentiation is assumed for the multiphase
fluids, which will be separated vertically with clear phase interfaces according to their densities. It should be noted that the assumption is
basically valid due to the low velocity of underground fluid unless there are wells producing or injecting on the vugs with high flow rate.

On the basis of the proposed vug model, the whole vug region can be treated as one gridblock. As shown in Fig. 6, the irregular vug,
together with matrix, is firstly discretized into a series of subgrids. The vug gridblock can be obtained by merging the subgrids locating
in the vug region. Then the volume of the vug gridblock can be calculated by

Vv ¼
X

n

Vn; ð31Þ

where Vv and Vn denote the volumes of vug gridblock and subgrid n. Moreover, the governing equations and numerical formulations
1–10 are also applicable for the vug model, but the transmissibility and phase mobility are calculated by

Tv�m � Tm ¼
Amkm

dm
nm � cm; ð32Þ

kb ¼ ~krb=lb; ð33Þ

where Tv–m is the vug/matrix transmissibility, which is approximate to the one-sided transmissibility of matrix block Tm because of the
high conductivity of vugs; Am is the interface area between vug and matrix gridblocks; dm is the distance between the centroid of inter-
face and centroid of matrix gridblock; nm is the unit normal to the interface inside matrix gridblock; and cm is the unit vector along the
direction from the centroid of the interface to the centroid of matrix gridblock. Similarly, the vug/fracture transmissibility Tv–f can be
approximate to the one-sided transmissibility of fracture block Tf. In addition, there are two notable points: one is that the vug pressure
needs to be evaluated at the depth of its neighboring grid according to the pressure at the centroid of the vug gridblock and the phase
distribution in vug, when calculating the potential difference between vug and its neighboring grids. The other is that the phase density
qb and relative permeability ~krb are still determined by the upstream weighting method, but ~krb needs to be redefined. As shown in
Fig. 6, when the fluid flow direction is from matrix to vug, qb and ~krb take the phase density and relative permeability of matrix grid-
block. Reversely, qb takes the phase density of vug gridblock, but ~krb takes the phase flow fraction, which is a newly defined variable
closely related to the relative location between vug and matrix/fracture grids, and the saturation in vug gridblock.

As shown in Fig. 6, we assume a three-phase flow in the vug/matrix system. Because the curved surface of the vug is replaced with
a series of planes, the phase flow fraction ~krb can be written as following linear forms

Sh � Sd )

Sh þ Sm � Sd ) ~krl ¼ 1; ~krm ¼ 0; ~krh ¼ 0 ðlÞ

Sd < Sh þ Sm � Su ) ~krl ¼ 1� ~krm; ~krm ¼
Sh þ Sm � Sd

Su � Sd
; ~krh ¼ 0 ðl� mÞ

Sh þ Sm > Su ) ~krl ¼ 0; ~krm ¼ 1; ~krh ¼ 0 ðmÞ

;

2
6664

Sd < Sh � Su )
Sd < Sh þ Sm < Su ) ~krl ¼ 1� ~krm � ~krh; ~krm ¼

Sm

Su � Sd
; ~krh ¼

Sh � Sd

Su � Sd
ðl� m� hÞ

Sh þ Sm > Su ) ~krl ¼ 0; ~krm ¼ 1� ~krh; ~krh ¼
Sh � Sd

Su � Sd
ðm� hÞ

;

2
664

Sh > Su ) ~krl ¼ 0; ~krm ¼ 0; ~krh ¼ 1 ðhÞ ; � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � ð34Þ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Matrix grid j
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Vug grid i
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Vm
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Vu
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Sd

Su

Vd

(a) (b)

Fig. 6—Schematic of (a) simplified vug model and (b) vug gridblock.
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where Sl, Sm, and Sh denote the saturations of light, medium, and heavy phase fluids in vug gridblock, which depend on the phase den-
sity; Su and Sd are the saturations corresponding to the upper and lower bounds of the matrix gridblock, which can be calculated by

Su ¼
Vu

Vv
; ð35Þ

Sd ¼
Vd

Vv
; ð36Þ

where Vu and Vd are volumes corresponding to the Su and Sd, which can be obtained by summing the volumes of subgrids below the
lower and upper bounds of the matrix gridblock, as shown in Fig. 6.

It is clear that Eq. 34 gives all possible conditions from single-phase to three-phase flow. However, it should be noted that ~krb is dif-
ferent for different matrix gridblocks due to the different relative locations between vug and matrix gridblocks. The preprocessing of
~krb needs to be done before the simulation.

Model Validation

This section is divided into two subsections. The first part is the modified EDFM, and the second part is the vug model.

Validation of Modified EDFM. As shown in Fig. 7, a 3D reservoir model with two intersected vertical fractures is designed to vali-
date the modified EDFM. The model dimension is 110� 110� 50 m. The basic reservoir and fracture properties are listed in Table 1.
The water/oil relative permeability curves for matrix and fracture are shown in Fig. 8, and the capillary pressure and fluid compressibil-
ity are not included. Then the water/oil two-phase flow simulations are conducted with conventional and modified EDFM, and the
results of conventional EDFM are taken as the reference. The grid systems of these two models, with the same characteristic matrix
grid size of 5 m, are shown in Fig. 9. Besides, due to the independence of the matrix and fracture grid system in modified EDFM, the
fracture grid sensitivity is also conducted with different characteristic fracture grid sizes of 6, 4, and 2 m. The number of generated frac-
ture grids for conventional EDFM and the three modified EDFM cases are 370, 656, 1,382, and 5,018, and the computational times on a
single processor are 340.2, 391.8, 470.1, and 703.2 seconds, respectively.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Injection well

Production well

(87.5, 90, 0)

(87.5, 57.5, 0)
(27.5, 30, 0)

(27.5, 57.5, 0)

x

y

z

Fig. 7—Schematic of the reservoir model for validation of modified EDFM.

Parameter Value Unit

Matrix porosity 0.1 –

Matrix permeability 1 md

Fracture aperture 0.01 m

Fracture permeability 104 md

Matrix compressibility 7.25×10–3 MPa–1

Fracture compressibility 2×10–2 MPa–1

Initial reservoir pressure 30 MPa

Initial water saturation 0.2 –

Production bottomhole pressure 20 MPa

Injection bottomhole pressure 40 MPa

Wellbore radius 0.1 m

Oil viscosity 2.17 mPa·s

Water viscosity 1 mPa·s

Table 1—Basic reservoir parameters.
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Fig. 10 shows the matrix pressure and saturation distribution on the line from (2.5, 57.5, 22.5) to (107.5, 57.5, 22.5) after 2,000 days of
production. We can see that the pressure results of the modified EDFM fits well with the reference. However, some deviations exist on the
oil saturation and become larger with the increase of fracture grid size. This can be explained by Fig. 11, where the pressure distribution
on the fractures is not sensitive to fracture grid size, but the saturation is. This is because with the increase of fracture size, one fracture
grid can cross several matrix grids but only connect with the matrix grid where the center of fracture grid locates. Then the fluid exchange
of different phases between matrix and fracture grids can be overestimated, which can cause local saturation perturbation. Different from
the extremely time-dependent saturation field, the pressure distribution, smoothly decreasing from injection well to production well, is
much less sensitive to fracture grid size. To further investigate the errors caused by the approximation of interface area between matrix
and fracture grids, the pressure and saturation evolutions in the matrix grid locating at (87.5, 87.5, 22.5) are provided in Fig. 12. The
results of modified EDFM fit well with those of conventional EDFM, in which the average relative errors for pressure and saturation are
all below 1% with fracture grid size being 2, 4, and 6 m. Moreover, Fig. 13 gives the oil and water production rates over 2,000 days, which
shows good agreements among these four cases and confirms the accuracy of modified EDFM.
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Fig. 8—Water/oil relative permeability curves for matrix and fractures.
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Fig. 9—Grid systems for (a) conventional EDFM and (b) modified EDFM.
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Fig. 10—Comparison of (a) pressure and (b) oil saturation on the line from (2.5, 57.5, 22.5) to (107.5, 57.5, 22.5) between conven-
tional EDFM (reference) and modified EDFM after 2,000 days of production.
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Fig. 11—Comparison of pressure and oil saturation in fractures calculated by (a) conventional EDFM (reference) and modified
EDFM with different fracture grid sizes of (b) 6 m, (c) 4 m, and (d) 2 m after 2,000 days of production.
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Fig. 12—Comparison of (a) pressure and (b) oil saturation evolution in the matrix grid locating at (87.5, 87.5, and 22.5) between
conventional EDFM (reference) and modified EDFM over 2,000 days of production.
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Fig. 13—Comparison of (a) oil and (b) water production rates over 2,000 days of production calculated by conventional EDFM (ref-
erence) and modified EDFM with fracture grid sizes of 6, 4, and 2 m.
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Validation of Vug Model. A simple conceptual model is designed for the validation of the proposed vug model, as shown in Fig. 14.
In the model, two same-sized vugs are connected with three fractures. The dimension of the vug is 20� 30 mm. The aperture of the
fractures is 1 mm, and the length is 5 mm. The fluid properties in Table 1 are used. An injection well is located on the left fracture with
a constant injection rate of 0.144 m3/d, and a production well is placed on the right fracture. Su and Sd can be calculated according to
Eqs. 34 and 35, which are (0.1333, 0.1667), (0.4667, 0.5), and (0.8, 0.8333) for the three fractures from left to right. Then a water/oil
two-phase flow simulation, on the basis of the proposed vug model and VOF method, are both conducted on the vug model. The results
of VOF are taken as the reference. Fig. 15 shows the oil saturation results of VOF at 0.048 hours and 0.134 hours when water starts to
get into the latter two fractures. It is obvious that the water and oil have been separated with a clear interface, which verifies the assump-
tion of instantaneous gravity differentiation. A further proof of the agreement between the results of the two simulations is provided
in Fig. 16.

4.5 mm
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Vug

14.5 mm

24.5 mm

Fracture

Production

Fig. 14—Conceptual model for validation of vug model with two same-sized vugs and three fractures.
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Fig. 15—Oil saturation distribution results of VOF method at (a) 0.048 hours and (b) 0.134 hours when the water starts to flow into
the latter two fractures.
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Fig. 16—Comparison of water cut calculated by the proposed vug model and VOF.
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Results and Discussions

In this section, we focus on the application of the proposed hybrid model. Three typical fracture-vug unit models are designed to inves-
tigate the effect of fracture-vug configuration on the flow and production performance. Then a real oilfield model is used to test the
practicability of the hybrid model in complex geological model.

Typical Fracture-Vug Unit Model. In fractured vuggy reservoirs, various local fracture and vug configurations are distributed
(Loucks 1999). Among these configurations, several typical fracture-vug unit models can be summarized. The flow and production per-
formance may be greatly different when the injection and production wells are placed on different fracture-vug units. Therefore, it is
necessary to understand the flow and production characters of different fracture-vug units, which can give us some insights into the res-
ervoir production responses. Fig. 17 shows a schematic of fractured vuggy reservoir, in which three typical fracture-vug units are con-
tained: fracture unit, fracture-isolated vug unit, and fracture-karst conduit unit. To investigate the production performance of different
typical fracture-vug units, the corresponding three typical fracture-vug units are designed with the production and injection wells plac-
ing at two opposite corners as shown in Fig. 18. The dimension of the three models is 110� 110� 50 m. The fluid and reservoir proper-
ties in Table 1, as well as the relative permeability curve in Fig. 8 are used here.

To obtain reliable results, a grid-sensitivity study is firstly performed on the basis of the case (a) in Fig. 18. Besides, the simulations
are conducted using conventional EDFM and modified EDFM, respectively, to further validate the accuracy of modified EDFM. Three
simulation cases with 33� 33� 10, 55� 55� 10, and 77� 77� 10 matrix grids are designed, and the corresponding fracture grid
sizes are 3.3, 2, and 1.4 m in modified EDFM. Fig. 19 shows the matrix and fracture grids used in conventional EDFM and modified
EDFM. Fig. 20 shows comparisons of the water saturation distribution in matrix and fractures, and the results of oil production rate
after 2,000 days of production are shown in Fig. 21. As can be seen, the stable water saturation distribution, as well as oil production
profile, can be obtained when the grid number reaches 55� 55� 10. Moreover, the good agreements between the results of conven-
tional EDFM and modified EDFM further verify the accuracy of the proposed modified EDFM. The simulation performances of modi-
fied EDFM and conventional EDFM are summarized in Table 2. The significant increase of computation time for modified EDFM is
mainly attributed to the increase of fracture grid number. Besides, the direct linear solver used in our in-house simulator can also lead
to the significant increase of computational time with the increase of grid number. Although the computational cost is larger for modi-
fied EDFM, the fracture meshing process is more flexible comparing with conventional EDFM, which avoids the complicated 3D struc-
ture intersection problems.

On the basis of the results of grid-sensitivity study, the number of matrix grids is set as 55� 55� 10 (before the subgrids are
merged into vug gridblocks), and the fracture grid size is set as 2 m in cases (b) and (c). Fig. 22 shows the oil saturation in matrix and
fractures in the three units after 2,000 days of production, and the oil production rate and water-cut curves are shown in Fig. 23. As
shown in Fig. 22a, it is clear that because of the good connectivity and high conductivity of fractures, the injected water breaks through
quickly in the fractures, leading to the quick increase of water cut in the fracture unit. Then compared with Fig. 22b and the production
profiles of the fracture-isolated vug unit in Fig. 23, we can see that the isolated vug promotes the water breakthrough as a result of the

Isolated vug Karst conduit Fracture zone

Fig. 17—Schematic of fractured vuggy reservoir with several typical fracture-vug units.

Production well Production well Production well

Injection wellInjection wellInjection well

(a) (b) (c)

Fig. 18—Physical models for three typical fracture-vug units of (a) fracture unit, (b) fracture-isolated vug unit, and (c) fracture-karst
conduit unit.
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injected water in the vug segregating from oil and settling to the bottom of the vug. Then through the fractures on the side of the vug,
the water will get into the production well soon. Therefore, the isolated vug actually decreases the traveling path of the injected water.
Finally, the production profiles of the fracture-karst conduit unit show more stable oil production rate and slower water-cut increase
than the other two cases. This is common in real fractured vuggy reservoirs, which is mainly caused by the storage effect of karst con-
duits and the interactions between the two karst conduits. When the water gets into the lower conduit, the water will be segregated and
located at the bottom. Then the upper conduit can hinder the water breakthrough unless the water reaches to the top of the lower con-
duit, which is evidenced by the saturation distribution in fractures, as well as the second and third layers of matrix, as shown in
Fig. 22c. From the results of the three models, it is clear that the production performance is greatly influenced by the local fracture and
vug configuration. Moreover, it should be noted that the effect of vugs and karst conduits can be more complex in reality, which
depends on the location of vugs and karst conduits, as well as their interactions.

Tahe Oilfield Model. Real fractured vuggy reservoir models usually have very complex geologic structures and complicated fracture
and vug geometries. Because of the complexity of structures, the corner-point grid is commonly used in the geologic modeling. How-
ever, the fractures and vugs are typically represented by simple techniques, such as equivalent methods. Therefore, there is a need to
improve the modeling of fractures and vugs. Here, our proposed modified EDFM and vug models are applied to simulate a Tahe Oil-
field Model, a real fractured vuggy reservoir in western China, with complicated fracture and vug geometries. The objective is to dem-
onstrate that the proposed model is sufficiently flexible to handle the complicated real field problems. Meanwhile, on the basis of the
real reservoir model, the history matching is carried out to further validate the proposed models.

Fig. 24 shows the geologic matrix and fracture geometries of the Tahe Oilfield Model. The model consists of 21 wells and 136 frac-
tures, and the bottomwater is considered located at the bottom of the reservoir. The geological model is discretized into 754,371 corner-
point grids with 239,629 active grids, and the fracture model is discretized into 38,770 grids. By use of the grid process function of the
MATLAB

VR

reservoir simulation toolbox (MRST; The Mathworks, Inc., Natick, Massachusetts, USA; Lie 2014), the inactive grids are
removed, and the grid information for flow simulation is calculated. Fig. 25 shows the active matrix and fracture grid systems. Then the
history matching is conducted with the daily liquid production rates specified for production wells and water injection rates specified
for injection wells. Fig. 26 shows the pressure and oil saturation distributions in matrix and fractures after 2,500 days of production.
Fig. 27 shows the comparisons of oil production rate and water-cut for two representative wells between history production data and
simulation results, and Fig. 28 shows the results of water-cut for the whole reservoir. As can be seen, the simulation results of oil pro-
duction rate and water-cut for the two representative wells fit well with the history data, and the water-cut for the whole reservoir
also shows similar trends. Moreover, the rapid increase of water-cut at the late stage is well captured by considering the effect
of bottomwater.

(a) (b) (c)

Fig. 19—Matrix and fracture grids for the grid-sensitivity study performed on the case (a) in Fig. 18—The fracture grids in the
second row are used for modified EDFM, and those in the third row are used for conventional EDFM. The matrix grid number is
33 3 33 3 10, 55 3 55 3 10, and 77 3 77 3 10, and the fracture characteristic grid size is 3.3, 2, and 1.4 m for (a)–(c) cases with
different resolutions.
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Fig. 20—Oil saturation distribution in matrix and fractures calculated by modified EDFM (first two rows) and conventional EDFM
(last two rows) after 2,000 days of production. The results of different resolutions corresponding to the cases in Fig. 19 are shown
in different columns. For matrix, the water saturation in three layers (top, middle, and bottom layers) is shown.
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Matrix Grid 
Number

Number of 
Timesteps

Number of 
Newton Iterations

CPU Time 
(minutes)

33 × 33 × 10 219 1,423 69

55 × 55 × 10 225 1,831 318Conventional 
EDFM

77 × 77 × 10 218 1,825 715

33 × 33 × 10 223 1,562 365

55 × 55 × 10 242 1,928 716Modified 
EDFM

77 × 77 × 10 221 1,886 1534

Table 2—Simulation performance of modified EDFM and conventional EDFM. CPU = central process-

ing unit.
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Fig. 22—Oil saturation distribution in matrix (fist row) and fractures (second row) in (a) fracture unit, (b) fracture-isolated vug unit,
and (c) fracture-karst conduit unit after 2,000 days of production.
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J199899 DOI: 10.2118/199899-PA Date: 25-March-20 Stage: Page: 920 Total Pages: 18

ID: jaganm Time: 14:16 I Path: S:/J###/Vol00000/190174/Comp/APPFile/SA-J###190174

920 April 2020 SPE Journal

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/25/02/907/2324923/spe-199899-pa.pdf/1 by C

olorado School of M
ines user on 12 Septem

ber 2021



4,588,000
4,587,500

4,587,000
4,586,500

4,586,000
4,585,500

4,585,000
4,584,500

4,584,000
4,583,500

4,583,000
4,582,500

4,588,000
4,587,500

4,587,000
4,586,500

4,586,000
4,585,500

4,585,000

Y axis

Y axis

Y axis

Y axis

X axis

X axis

X axis

X axis

Z axis

Z axis

Z axis

Z axis

4,584,500
4,584,000

4,583,500
4,583,000

4,582,500

4,588,000

4,587,000
4,586,000

4,585,000
4,584,000

4,583,000

4,588,000

4,587,000
4,586,000

4,585,000
4,584,000

4,583,000

1.5237×107

1.5238×107

1.5239×107

–5,000

–4,500

–4,500

–4,750

–5,000

–4,500

–4,750

–5,000

1.52395×107

1.5239×107

1.52385×107

1.5238×107

1.52375×107

1.5237×107

1.52365×107

1.52395×107

1.5239×107

1.5238×107

1.5237×107

–4,500

–5,000

1.5239×107

1.52385×107

1.5238×107

1.52375×107

1.5237×107

1.52365×107

(a)

(b)

Fig. 24—(a) Geologic model with vugs (red), active matrix (green), inactive matrix (gray), and faults (colorful surfaces) and (b) frac-
ture geometries of a Tahe Oilfield Model.
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Fig. 25—Grid systems for (a) matrix and (b) fractures.
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Fig. 27—Comparison of (a) oil production rate and (b) water cut for two representative wells between history data and simulation
results after 2,500 days of production. The results in the first row is for one well, and those in the second row is for another well.
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Fig. 26—(a) Pressure and (b) oil saturation distribution in matrix (first row) and fractures (second row) after 2,500 days of production.
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Conclusions

In this study, we presented an efficient hybrid model for 3D complex fractured vuggy reservoir simulation. In the hybrid model, a modi-
fied EDFM is proposed by using two sets of independent grids to discretize the matrix and fracture systems. Furthermore, on the basis
of the assumption of instantaneous gravity differentiation, a simplified vug model is developed to model the coupled porous and free
flow in the vuggy area. The validations are carried out which verify the two models. Then on the basis of the proposed hybrid model, a
series of case studies are conducted, including three typical fracture-vug unit models and a real Tahe Oilfield Model. The following
conclusions can be drawn from this work:
1. Compared with conventional EDFM, the computational cost of modified EDFM is higher because more fracture grids are generated

in the modified EDFM. However, the gridding process of modified EDFM is more flexible, which avoids the 3D complex structure
intersection problems in conventional EDFM. Moreover, the implementation of modified EDFM is easier.

2. The vug model can accurately describe the coupled porous and free flow in vuggy area, and, meanwhile, significantly decrease the
computational complexity.

3. The simulation results of the three typical fracture-vug units show that fracture and vug have great influence on the flow character
and production performance due to the high conductivity of fracture and the storage effect of vug.

4. The simulation of Tahe Oilfield reservoir model shows the good compatibility of the modified EDFM with corner-point grid, and the
applicability of the hybrid model in fractured vuggy reservoirs with 3D complex fracture and vug geometries.

Nomenclature

A ¼ interface area between elements, m2

d ¼ vertical distances from gridblock center to the interface, m
D ¼ depth, m
f ¼ unit vector from fracture interface to fracture center
g ¼ gravitational acceleration, N�kg�1

k ¼ absolute permeability, m2

kr ¼ relative permeability
~krb ¼ relative permeability for vug flow

n ¼ unit normal vector of fracture plane
p ¼ pressure, Pa

pc ¼ capillary pressure, Pa
q ¼ source/sink terms, kg�m�3�s�1

S ¼ saturation
T ¼ transmissibility between elements, m3

V ¼ element volume, m3

Vv ¼ volume of vug gridblock, m3

Dt ¼ timestep, seconds
gn ¼ all the neighbors of gridblock n
k ¼ fluid mobility, mPa�1�s�1

l ¼ viscosity, mPa�s
q ¼ fluid density, kg�m�3

/ ¼ porosity
w ¼ flow potential, Pa
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