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A B S T R A C T   

Accurate prediction of gas production is critical for the shale gas development. Compared with the complicated 
physics-based simulation, the decline curve analysis (DCA) models based on parameter linearization or direct 
curve regression are much more straightforward and efficient. However, the linearization method might be time 
consuming in obtaining the parameters, and the direct regression might lead to large errors in production 
forecast as it assigns equal weight to the historical data. In this paper, we develop a new DCA procedure 
combining a data transformation method which convert the production data into logarithmic space, and a 
nonlinear regression algorithm. The new procedure can effectively capture the trend of late-time production 
history. The efficiency of the new procedure is verified with the production data of 550 gas wells in the Barnett 
and Marcellus shales. Based on these field data, we also analyze the performance of seven popular DCA models, i. 
e. Arps, power law exponential (PLE) decline, stretched exponential production decline (SEPD), Duong, Wang , 
variable decline modified Arps (VDMA) and logistic growth models. The performances of these models are 
compared and the tuned parameters for each model are provided. It is shown that the accuracy of the production 
forecast by the above models can be significantly improved by our new regression method, which is beneficial to 
the prediction and optimization of shale gas production.   

1. Introduction 

Unconventional shale gas production has reshaped the energy 
constitution of the United States. It is critical to accurately quantify the 
recoverable reserve of shale gas fields in order to make business de
cisions, especially in the current low oil price environment. In recent 
years, researchers have developed various methods to analyze and 
predict the production performance of shale gas wells including physics- 
based analytical and numerical methods (Bello and Wattenbarger, 2010; 
Samandarli et al., 2011; Stalgorova and Mattar, 2012), data-driven 
decline curve analysis (DCA) (Fetkovich, 1973; Blasingame et al., 
1991; Lee and Sidle, 2010) techniques and machine learning algorithms 
(such as hybrid grey models (Wang et al., 2018; Zeng et al., 2018)). The 
physics-based methods are capable of taking the complex flow 

mechanisms and rock-fluid interactions such as adsorption, desorption, 
slippage, and diffusion effects (Yao et al., 2013) into consideration. 
However, the computational cost of using physical models can be pro
hibitively expensive. More importantly, it is difficult, if not impossible, 
to acquire a complete set of input parameters required by the physical 
models precisely. This results in a significant challenge to validate the 
models because the results highly depend on the accuracy of the input 
parameters. By contrast, the data-driven DCA models are convenient and 
fast in predicting the well performance (Wang et al., 2020). Besides, the 
DCA models also circumvent the challenge of acquiring complex input 
parameters as needed in physics-based models. In this sense, they are 
more reliable and robust. 

We now provide a brief literature review on DCA models, mainly 
focusing on their applications on shale gas wells. In the early 1950s, Arps 
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(Arps, 1945) proposed the exponential, hyperbolic and harmonic func
tions to represent the declining trend in oil production by analyzing the 
production data of oil wells. Later, Slider (Slider, 1968) derived the 
relationship between the cumulative oil production and time by using 
the hyperbolic decline model and proposed the use of a semi-logarithmic 
curve to improve the matching quality for the field data. In order to 
overcome the problem in the original hyperbolic decline model, which 
tends to underestimate the decline rate and over-predict production 
when applying to tight gas and shale gas wells, Ilk et al. (2008) devel
oped the power law exponential decline (PLE) model. In addition, 
Robertson (Robertson, 1988) developed the Modified Hyperbolic 
Decline (MHD) model, which integrates Arps exponential, hyperbolic 
and harmonic models for varying production periods (switching from 
one flow regime to another). Their formula is based on the relationship 
between the decline rate and cumulative production. Later, Mattar et al. 
(Mattar and Moghadam, 2009) extended the PLE model to handle the 
linear, radial, and boundary dominated flows by limiting the range of 
parameters D∞ and n for tight gas wells. By analyzing the production 
data of over 7000 shale wells in the Barnett basin, Valko (Valko, 2009) 
proposed the stretched exponential production decline (SEPD) model by 
the use of the characteristic time. The SEPD model was later applied to 
about 10,000 shale wells in another region in the Barnett basin (Valko 
and Lee, 2010). Yu and Miocevic (Yu and Miocevic, 2013) utilized the 
log-log curves to determine the parameters in the SEPD model. There
fore, this model is often referred to as the YM-SEPD model. As most of 
the shale gas production data show the features of fracture-dominated 
flow while the pseudo-steady state flow is rarely reached, Duong 
(Duong, 2010) proposed a new model that considers the fracture flow 
and applied the model to the shale gas wells. Based on Duong’s hy
pothesis, Wang et al. (2017) developed another model, which incorpo
rated the time-varying fracture time exponent. Numerical results have 
shown that this model works better for shale gas wells with slow and 
steady production decline. By replacing the constant decline rate in the 
standard Arps exponential decline function with a power law function, 
Gupta et al., 2018, 2020 proposed a new simplified decline curve model 
(Variable Decline Modified Arps model, VDMA) and validated the new 
model against the production data of gas wells in Haynesville and Eagle 
Ford shales. The Logistic Growth Model (LGM), firstly proposed to 
model the growth of population, was later applied to various problems 
(Tsoularis and Wallace, 2002) including the production forecast of shale 
gas wells (Clark, 2011). Additional studies have also been performed to 
improve the empirical decline curve methods for shale gas wells such as 

the EEDCA model (Zhang et al., 2015), Ali model (Ali et al., 2014), Heish 
model (Hsieh et al., 2001), fractional decline curve model (Zuo et al., 
2016) and improved Arps model (Lu et al., 2020). In some instances, the 
borehole pressure data are available. A series of methods that consider 
the pressure data have been developed (Fetkovich, 1973; Blasingame 
et al., 1991). 

The empirical DCA models have been validated and compared 
against field data by a few researchers, including several studies 
mentioned above. Besides, Kanfar and Wattenbarger (Kanfar and Wat
tenbarger, 2012) compared the performance of the Arps, PLE, SEPD, 
Duong, and LGM models with the full-physics numerical simulations 
using the field data in the Barnett, Bakken and Eagle Ford basins. Joshi 
and Lee (Joshi and Lee, 2013) also compared the Arps, SEPD, and 
Modified Duong models using the data from Barnett and Fayetteville 
shale gas wells. They claimed that the Arps model might overestimate 
the production, while the SEPD and Modified Duong models provided 
more accurate results. Bashir (Bashir, 2016) applied the Arps, PLE, 
SEPD, Duong, and Ali models to the production data from the Woodford 
shale in Oklahoma, where the results showed that Ali model provided 
the closest match. Additional work includes Tan et al. (2018), who 
summarized the seven most popular DCA models for shale gas wells and 
quantitatively compared four of them using the production data from 
the Fayetteville shale gas wells. A comprehensive summary of the rele
vant studies on the DCA models is provided in Table 1. 

The DCA model parameters can be obtained either by numerical 
schemes (such as the nonlinear least square method) or linearization of 
the equations. Linearization is more commonly used and is believed to 
perform better in matching the production data, but it has additional 
requirements on the parameters (e.g., the LGM requires the carrying 
capacity to be known in prior (Clark, 2011)). By contrast, the numerical 
methods are more general and do not have particular requirement on 
model parameters. But if an inaccurate initial guess is made, the 
nonlinear regression algorithm could fall into local optima, resulting in a 
poor history match. Thus, the ranges or the distributions of the model 
parameters should be provided to constrain the regression methods. 
Unfortunately, this has not been studied comprehensively by previous 
researchers. Besides, according to Mattar et al.(Mattar and Moghadam, 
2009), the late-time production data should receive more weight in 
applying the regression algorithms. However, none of the existing 
nonlinear regression methods has considered this. 

In this paper, a new DCA regression procedure is developed and 
validated against the field data. By performing history matching on the 

Table 1 
A summary of the existing studies on DCA models that consider field data.  

Author Shale gas basin Well 
count 

Model Note 

Valko (Valko, 2009) Barnett >10,000 Arps, SEPD Arps fits better but could give infinite cumulative production if misused. 
Kanfar and Wattenbarger ( 

Kanfar and Wattenbarger, 
2012) 

Barnett, Bakken, 
Eagle ford 

1 for 
each 

Arps, SEPD, PLE, Duong, 
LGM 

SPED gives the most conservative EUR estimate. 

Joshi and Lee (Joshi and Lee, 
2013) 

Barnett and 
Fayetteville 

250 Arps, SEPD, Duong, 
Modified Duong 

Duong and its modification provide better reserve estimates compared with 
others. 

Bashir (Bashir, 2016) Woodford 413 Arps, PLE, SEPD, Duong, 
Ali 

SEPD and PLE are more conservative, while Ali model provides the best fit. 

Guo et al. (Guo et al., 2016) Eagle Ford 1084 Arps hyperbolic, SEPD The hyperbolic model performs slightly better than the Stretched exponential 
model. 

Wang et al. (Wang et al., 2017) Sichuan Basin 9 SEPD, Duong and Li SEPD underestimates the production, particularly for shale gas wells with low 
productivity, while Duong’s model overestimates the production. Wang’s model 
performs better than the above two models. 

Gupta et al. (Gupta et al., 2018) Haynesville and 
Eagle Ford 

20 Arps, PLE, SEPD, 
Fetkovich, Duong, Hsieh, 
VDMA 

Arps, Fetkovich, and Duong tend to slightly overestimate the production, while 
Hsieh, PLE, SEPD, and VDMA models tend to underestimate the production. The 
VDMA results have the smallest error. 

Gupta et al. (Gupta et al., 2020) Haynesville 50 Arps, PLE, SEPD, 
Fetkovich, Duong, Hsieh, 
VDMA 

Arps harmonic, Fetkovich and Duong generally predict higher rates, while the 
Hsieh, PLE, and SEPD models predict lower rates. 

Shabib-Asl and Plaksina ( 
Shabib-Asl and Plaksina, 
2019) 

Montney 
Formation 

53 Arps, SEPD, PLE, MHD, 
Duong, LGM, EEDCA 

LGM has better performance than other models.  
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logarithm of the production rate, the trend in the late-time production 
data can be effectively captured. In order to test the performance of the 
new procedure, we select shale gas well data that is publicly accessible 
from the Texas Railroad Commission, West Virginia Department of 
Environmental Protection, Pennsylvania Department of Environmental 
Protection, and Ohio Department of Natural Resources. A total of 195 
wells in the Barnett basin and 355 wells in the Marcellus basin are 
selected. The seven most popular DCA models, namely the Arps, PLE, 
SEPD, Duong, Wang, VDMA, and LGM models, are compared using the 
selected field data. The ability of the above models for fitting production 
data is analyzed. Besides, we also investigate the capability of the above- 
mentioned models in production forecast by performing blind tests. 

2. Methodology 

2.1. Decline curve analysis (DCA) models 

In this section, the formulae of the Arps, PLE, SEPD, Duong, Wang, 
VDMA and LGM models are provided, as well as their suggested history 
matching steps.  

(1) Arps model 
Arps (Arps, 1945) proposed the classical DCA model, using a 

three-parameter function to capture the decline of production 
rate. Arps model assumes a fixed bottom-hole pressure, a constant 
skin coefficient, and the boundary dominant flow pattern (Yu and 
Miocevic, 2013). In order to derive the DCA model, a concept of 
loss ratio is first introduced. The loss rate b is defined as: 

b=
1
D
= −

q
dq/dt

(1)  

where q and D are the production rate and the decline rate, respec
tively. 

With the further assumption that the first differences of the loss 
ratio are approximately constant: 

b=
d
dt

[

−
q

dq/dt

]

(2)  

Arps writes the relationship between the production rate and time 
as follows, 

q=
qi

[1 + bDit]1/b (3)  

where qi and Di are the initial production rate and decline rate. 
Depending on the value of b, the exponential (b = 0), hyperbolic (0 <
b < 1), and harmonic (b = 1) decline models can be defined. How
ever, some researchers claim that for shale gas wells, the value of b 
needs to be greater than 1 in order to match the data (Fan et al., 
2011; Yousuf and Blasingame, 2016; Akbarnejad-Nesheli, 2012). 
This is caused by the sharp decline in shale gas production rate at the 
early time (Fulford and Blasingame, 2013). In this paper, we do not 
apply any additional limit on the range of b except that b should be 
no less than zero.  
(2) PLE model 

Ilk et al. (2008) proposed the Power Law exponential (PLE) 
decline model, which uses a time-varying decline rate: 

D=D∞ + Dit− (1− n) (4)  

where D is the decline rate, and D∞ is the decline rate when the 
production time approaches to infinity. For shale gas wells, the is 
very small and can be considered as a constant. The parameter n is 
introduced to describe the change of D with time. When n approaches 
to zero, the production rate drops rapidly at the early time, followed 

by a more gradual decline rate. This is suitable for the low- 
permeability shale gas wells. The PLE decline model can then be 
written as: 

q= qi exp
[

− D∞t −
Di

n
tn
]

(5)    

(3) SEPD model 
Based on the production data of 7000 wells in the Barnett shale, 

Valko (Valko, 2009) independently proposed another decline 
model that is similar to the PLE one. This model uses the expo
nential decay to describe the long “flat tail” at the final stage of 
shale gas production: 

dq
dt

= − n
(t

τ

)nq
t

(6)  

where τ is the median of the characteristic number of time and n is 
empirical constant. The production rate can then be written as: 

q= qi exp
[
−
(t

τ

)n]
(7)    

(4) Duong model 
Based on the fact that most of the shale gas wells are dominated 

by the long-term fracture linear flow, Duong (Duong, 2010, 2012) 
developed an empirical decline model for both linear and bilinear 
fracture flows. By analyzing the production data, it was found 
that the gas rate q and the cumulative gas production have the 
following relationship: 

q
Gp

= at− m (8)  

Therefore, the production rate can be derived as: 

q= qit− me
a

1− m(t1− m − 1) (9)  

where a and m are tuning parameters. It is suggested setting m 
greater than 1 for the shale gas wells (Duong, 2010).  
(5) Wang model 

Wang et al. (2017) introduced the time index into the fracture 
dominated linear flow and derived a new DCA model based on 
the previous work of SEPD and Duong. The decline rate is given 
by: 

D=
dq
qdt

=
nf

t
(10)  

where nf is the time index and can be calculated with the following 
expression: 

nf = λ⋅(lnt)n (11)  

where λ and n are empirical coefficients and n = 2 is suggested based 
on the data of Sichuan shale gas wells (Wang et al., 2017). By 
substituting Eq. (11) into Eq (10), the flow rate can be written as: 

q= qi⋅e− λ⋅(ln t)2
(12)    

(6) VDMA model 
The Variable-Decline-Modified Arps (VDMA) model proposed 

by Gupta et al. (2018) uses the power law decline rate instead of 
the constant decline rate to account for the change of decline rate 
with production time: 

D=Dit− a (13) 
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where a is the decline index, which controls the change of the decline 
rate. 

Substituting the power law decline rate into the production 
exponential decline equation q = qie− Dit, the VDMA model can be 
expressed as: 

q= qie− Dit− at = qie− Dit(1− a) (14)    

(7) LGM model 
Logistic growth model was originally used to model the growth 

of population (Pierre-François, 1838). Based on the idea that the 
growth rate would slow down when the population size gets 
large, a new concept, carrying capacity, is introduced into the 
exponential growth model to avoid population reaches infinite. 
Later, new forms of the LGM model have been developed for 
various problems (Tsoularis and Wallace, 2002), including the 
prediction of shale gas well production (Clark, 2011). The cu
mulative production is calculated using the following equation: 

Q(t)=
Ktn

a + tn (15)  

where Q is the cumulative production, K is the carrying capacity, a is a 
constant and n is the hyperbolic exponent. The carrying capacity means 
the total amount of oil or gas that can be recovered from the well from 
primary depletion, which can be determined by volumetric methods. 
The constant a is the time to the power n at which half of the carrying 
capacity has been produced. The production rate can then be derived as: 

q=
Knat(n− 1)

(a + tn)
2 (16) 

Table 2 summarizes the expression of production rate of the seven 
DCA models and the steps to use them. In Table 2, the variable q in
dicates the gas production rate and Gp is the cumulative production. 

In the above table, except for the Wang model (two-parameter 
equation), the rest of the models all have three or more unknown pa
rameters, which makes the linearization of the equations very difficult. 
Therefore, the nonlinear regression method, which is a more general 
way to match the DCA model with the production data, is often used. But 
it also suffers from the following two challenges in obtaining the un
known model parameters. First, the early production data has received 
too much weight in model tuning due to their large values. This could 
lead to mismatch of the late-time production and result in erroneous 
production forecast. Secondly, the results can be non-unique. There can 
be multiple combinations of the parameters that provide acceptable 
matches to the production history, but these matches could result in 
significantly different production forecasts. 

In this work, we aim to solve the two problems. For the first problem, 
we propose a data transformation method and combine it with the 
nonlinear regression algorithm. This new procedure is able to effectively 
capture the trend of the late-time production data, and therefore provide 
more reliable production forecast. To overcome the second one, we 
summarize the ranges and distributions of the model parameters based 
on large number of practical wells. This summary can be used for en
gineers when tuning their own DCA models. 

2.2. A new DCA regression procedure 

The nonlinear regression methods, such as the nonlinear least-square 
method (Guo et al., 2016) and Nelder-Mead simplex algorithm (Shabi
b-Asl and Plaksina, 2019), have been used to tune the DCA model pa
rameters by fitting to the production data. Assuming there are n 
production data points used for history matching, for the ith point at 
time ti, we define the error between the actual production and the rate 
from the DCA model as f (ti), which is written as f (ti) = q (ti)-qhis,i. In this 

equation, the variable qhis,i is the actual well rate and q (ti) is the pro
duction rate given by the DCA models shown in Table 2. 

Therefore, the objective function of the direct nonlinear regression is 
given by: 

min‖f (t)‖2
2 =min

∑n

i
f (ti)

2 (17) 

Since the production rate decreases with time, the absolute value of 
qhis,i gets smaller at late production stage, so as the value of f (ti). The 
early-time production data will dominate the objective function shown 
in Eq. (17), which results in close match of the early-time production but 
poor match of the late-time production. Because the accuracy of pro
duction forecast depends more on the most-recent production history, 
this commonly-used direct nonlinear regression often leads to large er
rors in production forecast. 

To overcome this problem, we propose the following procedures.  

1. Compute the normalized monthly production rate qn. 

Table 2 
Rate equation and application steps of the seven DCA models.  

Models Expression of Production rate Steps to use 

Arps ( 
Arps, 
1945) 

q =
qi

[1 + bDit]1/b 

q: production rate 
qi: initial production rate 
Di: initial decline rate, decline 

rate D =
dq
qdt 

b: loss rate  

Nonlinear regression 

PLE (Ilk 
et al., 
2008) 

q = qi exp
[

− D∞t −
Di

n
tn
]

D = D∞ + Dit− (1− n)

D∞: decline rate when the 
production time approaches 
infinity n: empirical constant   

(1) Set D = 0, draw the curve of ln 
(-ln (q/qi) = A + n ⋅ ln(t) (A is 
the curve intercept and n is the 
slope) in rectangular 
coordinates.  

(2) Obtain: Di = eA⋅n.  
(3) Use the obtained n and Di to fit 

D∞ in the D-t plot.  
(4) Use the obtained parameters 

to fit qi.  

SEPD ( 
Valko, 
2009) 

q = qi exp
[

−
(t

τ

)n]

τ: empirical constant n: 
empirical constant   

(1) Draw curve of ln (-ln (q/qi) =
A + n ⋅ ln(t) (A is the curve 
intercept and n is the slope) in 
rectangular coordinates.  

(2) Obtain: τ = eA⋅n.  
Duong ( 

Duong, 
2010) 

q = qit− me
a

1 − m
(t1− m − 1)

a: empirical constant 
m: empirical constant   

(1) Draw the rectangular 
coordinate curve of ln (q/Gp) 
= A – m ⋅ lnt (A is the curve 
intercept and m is the slope).  

(2) Obtain: a = eA. t(a,m) =

t− me
a

1 − m
(t1− m − 1)

(3) Draw the rectangular 
coordinate curve of q and 
t(a,m) to obtain qi.  

Wang ( 
Wang 
et al., 
2017) 

q = qi⋅e− λ⋅(ln t)2 

λ: empirical constant   
(1) Draw the rectangular 

coordinate curve of ln(q) = A 
–λ (lnt)2 (A is the curve 
intercept and λ is the slope).  

(2) Obtain: qi = eA. 
VDMA ( 

Gupta 
et al., 
2018) 

q = qie− Di t− a t = qie− Di t(1− a)

a: empirical constant   
(1) Draw the rectangular 

coordinate curve of ln(D) = A 
–a (lnt)(A is the curve 
intercept and a is the slope).  

(2) Obtain: Di = eA/(1-a).  
(3) Draw the rectangular 

coordinate curve of q and 
e− Dit(1− a) to obtain qi.  

LGM( 
Clark, 
2011) 

q =
Knat(n− 1)

(a + tn)2 

K:the carrying capacity a: 
empirical constantn: hyperbolic 
exponent   

(1) Make a guess of K.  
(2) Draw the rectangular 

coordinate curve of ln (K/Gp- 
1) = A –n (lnt)(A is the curve 
intercept and n is the slope).  

(3) Obtain: a = eA.  
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2. Perform a logarithmic transformation of qn to ln (qn). 

3. Perform nonlinear regression in the logarithmic space to 
minimize the sum of (ln (f(ti))2 

Fig. 1 shows a comparison of the t-qn and t-ln (qn) plots of well M3 in 
Barnett shale. In Fig. 1(a), the late-time production rate is almost one 
order of magnitude smaller than the early-time rate. By transforming qn 
to ln (qn) and plot t-ln (qn) in Fig. 1(b), the magnitude of the late-time 
production rate becomes larger than the early-time data. 

To demonstrate the effectiveness of this transformation in capturing 
the late production trend, we use the SEPD, Duong, Wang and LGM 
models to match the actual well data. These models are selected for 
comparison because their model parameters can also be obtained by 
linearization method. The nonlinear least square methods with the 
implemented trust region algorithm (Powell and Yuan, 1991) are used to 
fit the curve. The comparison of linearization, direct nonlinear regres
sion and transformed nonlinear regression using ln (q(t)) is shown in 
Fig. 2. The popped small window on the top-right corner of each plot is 
an amplification of the late-time production from 100 to 160 months. 

As expected, this new DCA procedure matches closely with the late- 
time production data, while the direct nonlinear regression fits to the 
early production data well. In general, the linearization method per
forms better in late-time history matching than the direct nonlinear 
regression but can be unreliable for certain models such as the LGM 
(Fig. 2(d)). Since the carrying capacity is estimated before linearization 
(in this case, the carrying capacity K is taken as 100), it is challenging to 
accurately match the historical data with the linearization method. This 
comparison clearly shows the effectiveness of our newly proposed DCA 
procedure. 

Another four wells from the Barnett and Marcellus shales are history 
matched with the Duong model using the linearization method, direct 
nonlinear regression and the new method, respectively. The results are 
shown in Fig. 3. Again, we focus on the comparison of the late-time 
production data and show a small window for each well. 

The direct nonlinear regression results deviate from the late-time 
production data significantly when strong fluctuation (Fig. 3(b)) or 
change of decline trend ((Fig. 3(d)) occurs. For such situations, the 
linearization and the new methods are more accurate to catch the late 
trend of the production data. For all wells, the new regression procedure 
gives the closest match. Matching the late-time production is critical in 
providing more accurate and reliable prediction of future production. In 
the following section, we will demonstrate the capability of this new 
method in production forecast. 

History matching using the late time production data only seems to 
be able to catch the latest production trend as well. However, there are 

several challenges in using the above method. First, it’ll be difficult to 
decide the length of latest history used for history-matching. We have 
conducted several tests using the late time production data to fit the 
decline curve and then predict the production. The results show that 
some wells perform better when the last 1 year’s production history is 
used while the others may perform best with longer or shorter history. 
An obvious advantage of the new method over the direct history 
matching using late time production is that this new method does not 
need to choose which period of history to use for history matching. The 
whole curve fitting process can be conducted automatically. 

4. Results and discussions 

4.1. Production data analysis 

We now apply the new regression procedure to analyze the pro
duction data of Barnett and Marcellus shale wells. The raw production 
data needs to be processed appropriately before it can be used for 
decline analysis. We first remove the wells whose gas rates oscillate too 
dramatically and fail to present any trend. With the above criteria, we 
select 195 wells in Barnett and 355 gas wells in Marcellus for analysis. 
The locations of the selected wells are show in Fig. 4. The wells in 
Barnett play are marked with green and the wells in Marcellus are 
marked in red. 

In the initial two-three years, most of the wells in the Marcellus shale 
are operated under constant rate constraint. This non-declining period 
need to be removed (Guo et al., 2016). The decline curve analysis starts 
from the month when the production decline actually happens. During 
production, some wells are shut in and reopen from time to time due to 
downtime caused by well intervention or other operational issues 
(Baihly et al., 2015). This could affect the computation of the DCA model 
parameters. Therefore, the non-producing period is also eliminated. 

The wells in the Barnett shale started production since 1996 while 
the production of Marcellus begun in 2010. Fig. 5 compares of the his
togram of the peak (or plateau) gas rate (MMSCF/M) of the Barnett and 
Marcellus wells. It is apparent that the peak gas rates of the Marcellus 
wells are higher than those of the Barnett wells. The tectonic and sedi
mentary conditions of the Marcellus shale are similar to Barnett. How
ever, the reservoir thickness, TOC, porosity, permeability, and formation 
pressure of the Marcellus shale are of better quality than those of the 
Barnett shale (Meng and Hou, 2012). In addition, more advanced dril
ling and completion technologies also lead to higher production rate 
(Hakso and Zoback, 2019) in Marcellus as it is developed more recently. 

Moreover, we calculated the normalized monthly rate for all the 
wells, as well as their averages (Fig. 6). The production durations of the 
Barnett wells are much longer than those of the Marcellus wells. It is also 

(a) (b)

Fig. 1. The normalized monthly production rate qn versus t (left) and the natural logarithm of normalized monthly production rate ln (qn) versus t (right) of well M3 
in Barnett shale. 
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Fig. 2. Comparisons of the historical data, history matched results with linearization method, direct nonlinear regression and the new method with various DCA 
models (a) SPED, (b) Duong, (c) Wang and (d) LGM using Barnett M3 well data. 

Fig. 3. Comparisons of production data, fitted curve using linearization method, direct nonlinear regression and the new method with the Duong model for two wells 
((a) and (b)) from Barnett and two wells ((c) and (d)) from Marcellus. 
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seen that the production rate declines more rapidly in the Barnett wells 
likely due to their less advanced technologies and poorer reservoir 
quality as we previously mentioned. 

4.2. History matching using the DCA models 

We first perform well-by-well history match (curve fitting) for all the 
550 gas wells selected using the Arps, PLE, SEPD, Duong, Wang, VDMA 
and LGM models. As described earlier, the new DCA procedure method 
performs better than the direct nonlinear regression method. Therefore, 
it is used to tune the parameters in each model. The coefficient of 
determination (R2) is used as a measure of the matching quality. The 
averages of R2 for the 550 wells are shown in Fig. 7. 

In general, all the seven models can match the production history 
reasonably well with averaged R2 larger than 0.8. Among these models, 
the Wang model seems to provide the least accurate history match for 

wells in both basins. The performance of other six models are compa
rable. The relatively larger error in the Wang model could be because it 
only has two unknown parameters while others have three plus, as more 
parameters give more flexibility to match the data. If the exponent of ln 
(t) in Wang model can be tuned, its performance becomes similar to 
other models. Besides, the matching quality of these models is better for 
Marcellus wells, which could be explained by its short production 
history. 

The histogram of the tuned parameters of the seven DCA models are 
presented in Fig. 8. The solid curves are the trend lines which fit to the 
histogram the best for each parameter. Some outliers are not shown. The 
mean values of the key model parameters in each basin are shown in 
Table 3. During the regression calculation, we did not pre-define the 
ranges of any parameter. The initial guesses are based on the average 
values in the literatures (Table 1). The D∞ in PLE model is smaller than 
0.01 and approaches to 0 in most cases, resulting in similar performance 

Fig. 4. Distribution of selected wells in the Barnett and Marcellus play. (The terrain map is from OpenCycleMap. The ranges of each play are obtained from U.S. 
Energy Information Administration, website: https://www.eia.gov/maps/maps.htm). 
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between the PLE and SEPD models. Its distribution is not provided in 
Fig. 8 since a dense concentration around 0 and scattered large values is 
observed, fitting with no probability distribution curves. 

According to the results in Fig. 8 and Table 3, some important con
clusions can be made. Despite the differences in geology and field 
management, the mean values of the model parameters are quite close 
for Barnett and Marcellus wells (Table 3). The distributions of the pa
rameters in each basin are also close (see Fig. 8). This observation 
suggests that the model parameters are not sensitive to the conditions for 
wells in different basins. This could help us choose appropriate initial 
guesses and ranges for the model parameters, especially for wells with 
limited production history. 

We now focus on each of the specific parameter and compare our 
values with the literature. 

The average of b in the Arps model is greater than one in both basins 
which is consistent with the findings in other literature (Fan et al., 2011; 
Yousuf and Blasingame, 2016). The decline rate Di is mainly distributed 
within the range of 0–0.5 which is also consistent with the results for 
Eagle Ford shale wells (Guo et al., 2016). The parameter m in the Duong 
model has a mean value of around 1.15, which also aligns with Duong’s 
conclusion in his initial paper (Duong, 2012). In Gupta et al. (2018), the 
authors reported that the ranges of a and Di in the VDMA models are 
from 0 to 1 and from 0 to 3 for shale wells in the Haynesville and Eagle 
Ford formations, respectively. In our study, the values of a and Di ranges 
from 0 to 1 and 0 to 2.8, respectively. The consistency between the 
literature and our work also proves the reliability of the new DCA 
procedure. 

4.3. Production forecast 

As shown in the above section, the production data can be closely 
matched using any of the DCA models. In this section, we test their 
performance on production forecast using the newly regression pro
cedure. For this purpose, we select the Barnett wells with production 
history longer than six years and the Marcellus wells with production 
history longer than 4 years, which corresponds to 183 and 196 wells, 
respectively. We perform blind tests to investigate the impact of the 
length of history matching on the quality of production forecast. Once a 
gas well is selected, its early production is history matched to tune the 
DCA model parameters. We then use the rest of the production history to 
verify the quality of the model-predicted production. The relative error 
of the cumulative production between the predicted and the actual 
production is calculated with: 

errmethod =
Qmethod − Q0

Q0

Qmethod = Qti
0 + QtN

method − Qti
method

(18)  

where Q is the cumulative production normalized by the gas rate at the 
beginning of production decline, and the variable Q0 is the actual cu
mulative production. The superscript ti represents the length of time 
used for history matching, and tN represents the full production time. 
The subscript 0 represents the practical data and method can be either 
nonlinear or new depending the methods used. Direct means predicting 
the production by DCA models using direct nonlinear regression. New 
means using the new regression procedure proposed in section 2.2. Qnew, 

res represents the cumulative production calculated using new regression 

Fig. 6. The normalized monthly gas rates (light grey lines) and their averages (thick colored lines) of the selected wells in the (a) Barnett and (b) Marcellus basins.  
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Fig. 7. Averaged R2 to show the matching quality of the seven DCA models using data from the (a) Barnett and (b) Marcellus wells.  
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procedure with parameters ranges and initial values obtained in section 
4.2. The ranges of parameters are the same with the x-axis in Fig. 8. 

Taking Well #5 from the Barnett shale as an example, here we 
demonstrate the effectiveness of the new procedure method in 

production forecast. After matching the production history of varying 
lengths (e.g., 1 year, 2 years), the production forecast is performed using 
either direct nonlinear regression method or the new procedure. The 
cumulative productions are then calculated and shown in Fig. 9 and 

Fig. 8. The histogram and fitted distribution of the tuned parameters in the seven models using well data from Barnett (green) and Marcellus (red) shales.  
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Fig. 10. The Arps, PLE, Duong, Wang, VDMA and LGM models are 
considered. 

In Figs. 9 and 10, the cyan points represent the field data, the tri
angles represent the results calculated by our new procedure while the 
solid lines are the results from direct nonlinear regression. First of all, it 
is apparent that longer production history matching results in more 
accurate prediction in cumulative production, although the 

improvement on the accuracy gets smaller when history matching 
period is longer than three years. Another important observation is that 
for almost all the six DCA models, results using the new regression 
procedure are consistently more accurate than using the direct nonlinear 
regression method, no matter how long the history is used to match the 
model. The effectiveness of the newly proposed DCA procedure is clearly 
demonstrated in Figs. 9 and 10. 

In addition to Figs. 9 and 10, we show the magnitude of the relative 
error on cumulative production for results using the direct nonlinear 
regression method and our new method in Table 4. The errors are 
plotted in Fig. 11 as bar charts. As expected, more accurate results are 
obtained by the use of the new regression procedure. 

We then repeat the above procedures all of the wells from the Barnett 
and Marcellus basins, and compare their errors in a statistical manner. 
Fig. 12 shows the magnitude of the averaged relative errors for the DCA 
models using the direct nonlinear regression method and new regression 
procedure with varying lengths of production history. Though the direct 
nonlinear regression performs better in a few cases, in most situations, 
the new method can predict the cumulative production more accurate 
than direct nonlinear regression. A major reason that our method fails to 
perform better than direct nonlinear regression in certain cases is that a 
significant change of production data might occur in the prediction 
period. For example, for the cases when an unexpected increase 

Table 3 
Averages of model parameters for wells in Barnett (B) and Marcellus (M) shales.  

Parameters Average-B Average-M Parameters Average-B Average-M 

Arps PLE 
b 1.18 1.68 n 0.43 0.43 
Di 0.22 0.18 Di 0.13 0.10  

D∞  0.0036 0.0040 
SEPD Duong 
n 0.50 0.54 a 1.12 1.00 
τ 16.82 24.12 m 1.20 1.14 
Wang VDMA 
λ 0.11 0.10 a 0.63 0.63 

Di 0.99 0.95 
EEDCA LGM 
βe 0.54 0.53 n 0.77 0.80 
n 0.23 0.24 a 159.03 237.67  
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Fig. 9. Comparisons of the cumulative production calculated by the new DCA regression procedure and direct nonlinear regression method with (a) 1 year, (b) 2 
years, (c) 3years, (d) 4 years, (e) 5 years and (f) 6 years production history using the Arps, PLE and Duong models. 
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(resulting from re-stimulation or other production enhancement oper
ations) of gas rate appears in the prediction part, the Duong model using 
direct nonlinear regression generally performs best since the Duong 
model tends to over-estimate the production, as can be seen in the later 
analysis. Particularly, if the production history is longer than 2 years and 

1 year for Barnett and Marcellus wells respectively, the new method can 
always perform better. These wells have experienced various operations 
(e.g. re-stimulation) after the history we used for curve fitting. Despite of 
these uncertain behaviors, the new method can still provide more ac
curate prediction as shown below. 
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Fig. 10. Comparisons of the cumulative production calculated by the new DCA regression procedure and direct nonlinear regression method with (a) 1 year, (b) 2 
years, (c) 3years, (d) 4 years, (e) 5 years and (f) 6 years production history using the Wang, VDMA and LGM models. 

Table 4 
Comparison of |errdirect| and |errnew| for well #5.  

Length of history (yr) APRS PLE SEPD DUONG WANG VDMA LGM 

|errdirect| (%)  

1 4.70E-01 6.24E-01 6.24E-01 4.00E-01 5.60E-01 5.89E-01 5.22E-01 
2 2.07E-01 4.58E-01 4.58E-01 2.57E-01 4.42E-01 3.19E-01 3.25E-01 
3 7.00E-02 3.04E-01 3.04E-01 1.17E-01 3.31E-01 1.37E-01 1.34E-01 
4 3.45E-02 2.24E-01 2.24E-01 6.58E-02 2.61E-01 1.05E-01 7.14E-02 
5 3.09E-02 1.84E-01 1.83E-01 5.49E-02 2.18E-01 9.21E-02 6.15E-02 
6 2.18E-02 1.46E-01 1.46E-01 3.96E-02 1.79E-01 7.58E-02 4.36E-02  

|errnew| (%)  
1 3.74E-01 5.81E-01 5.81E-01 3.77E-01 5.25E-01 5.13E-01 4.70E-01 
2 7.83E-02 3.07E-01 3.07E-01 9.57E-02 3.29E-01 1.90E-01 7.63E-02 
3 4.44E-02 1.16E-01 1.16E-01 1.22E-01 1.69E-01 5.98E-02 4.33E-02 
4 3.95E-02 7.57E-02 7.57E-02 6.71E-02 1.12E-01 3.50E-02 3.99E-02 
5 9.70E-03 7.54E-02 7.54E-02 7.10E-03 9.52E-02 4.19E-02 2.90E-03 
6 7.80E-03 5.36E-02 5.36E-02 5.10E-03 6.96E-02 3.06E-02 2.00E-03  
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To investigate the impact of initial guess on DCA model performance, 
we use the initial guess for each parameter with the values shown in 
Table 3 and repeat the history matching and production forecast pro
cedures for all wells. The results are shown in Fig. 13. From this figure, 
we see negative values for most of the models, which indicates that a 
careful choose of initial guess for each parameter could lead to more 
accurate results. 

The above results clearly demonstrated the superior performance of 
the new regression procedure in both history matching and production 
forecast compared to the commonly-used direct nonlinear regression 
method. To further investigate the performance of the DCA models with 
the new regression procedure, we also plot the relative errors of each 
model for cases with varying lengths of production history in Fig. 14. 
Consistent with the results for Well #5, the error gets smaller as longer 
history is used. If we only use the first year’ production data for history 

matching, the predicted cumulative gas production could have signifi
cant error. Consistent with the conclusions made by Johanson (Johan
son, 2013), the mean values of predictions become over 10% closer to 
the actual production values by increasing the history to 2 years. Ac
cording to the definition of relative error in Eq. (18), a positive value of 
errnew indicates an over-estimate of the cumulative production, and a 
negative value of errnew indicates an under-estimate of the cumulative 
production. It is shown that for both basins, the Arps and Duong models 
tend to overestimate the production while the PLE and SEPD models 
tend to under-estimate the production, which agrees with previous 
studies (Table 1). The Wang, VDMA and LGM predict the least error, 
though they tend to underestimate the production when history 
matching is less than two years. 
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Fig. 11. Comparisons of the magnitude of the relative error in cumulative production for DCA models using the direct nonlinear regression and the new regression 
procedure for Well #5. 
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5. Conclusions 

In this paper, a systematic study was performed to investigate the 
performance of the Arps, PLE, SEPD, Duong, Wang, VDMA and LGM 
models using field data from over 500 Barnett and Marcellus shale gas 
wells. We proposed a new data transformation method, which converts 
both the production data and model prediction into logarithmic space. 
By combing it with the nonlinear regression algorithm, the new DCA 
procedure is capable of capturing the trend of late time production 
decline. According to the numerical results presented in this paper, the 
following conclusions are drawn:  

(1) Compared to the linearization and direct nonlinear regression 
method, the new DCA regression procedure is able to match the 
late-time production data much more closely. Therefore, a more 
accurate production forecast can be achieved by the use of the 
new regression method. This is verified using the field data from 
the Barnett and Marcellus shale wells.  

(2) All the above-mentioned DCA models are able to match the 
production history closely. After history matching, the final tuned 
parameters for each model in the two basins are similar. The 
statistical distribution of each parameter can provide reliable 
initial guess and range for other wells, especially for wells with 
limited production history.  

(3) As expected, longer history leads to more accurate production 
forecast. If only one year’s production history is included, a sig
nificant error will occur no matter which DCA model or regres
sion method is used.  

(4) Based on our observation, the Arps and Duong models tend to 
overestimate the production, while the PLE and SEPD models are 
more likely to underestimate the production. The Wang, VDMA 
and LGM models have the best performance in terms of produc
tion forecast, especially when production data over two years is 
used for history matching. 
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