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A B S T R A C T

In unconventional reservoirs, as the effective pore size becomes close to the mean free path of gas molecules, gas
transport in porous media begins to deviate from Darcy’s law. The objective of this study is to explore the
similarities of gas flows in nanochannels and core samples as well as those simulated by direct simulation BGK
(DSBGK), a particle-based method that solves the Bhatnagar-Gross-Krook (BGK) equation.

Due to difficulties in fabrication and experimentation, previous study on gas flow experiments in na-
nochannels is very limited. In this work, steady-state gas flow was measured in reactive-ion etched nanochannels
with a controlled channel size on a sillicon wafer. A core-based permeability measurement apparatus was used to
perform steady-state gas flow measurements on carbonate and shale samples. Klinkenberg permeability was
obtained under varying pore pressures but constant temperature and effective stress. Methane was used in
nanofluidic and rock experiments, making them directly comparable. Results from both experiments were then
compared to gas flow simulations by DSBGK method carried out on several independently constructed geometry
models. DSBGK uses hundreds of millions of simulated molecules to approximate gas flow inside the pore space.
The intermolecular collisions are handled by directly integrating the BGK equation along each molecules tra-
jectory, rather than through a sampling scheme like that in the direct simulation Monte-Carlo (DSMC) method.
Consequently, the stochastic noise is significantly reduced, and simulation of nano-scale gas flows in complex
geometries becomes computationally affordable.

The slippage factors obtained from these independent studies varied across three orders of magnitude, yet
they all appear to collapse on a single scaling relation where the slippage factor in the slip flow regime is
inversely proportional to the square root of intrinsic permeability over porosity. Our correlation could also fit the
data in the literature, which were often obtained using nitrogen, after correcting for temperature and gas
properties. This study contributes to rock characterization, well testing analysis as well as the understanding of
rarefied gas transport in porous media.

1. Introduction

Even with the significant progress made in producing oil and gas
from unconventional reservoirs with multistage fractured horizontal
wells in the past decades, the recovery factor of hydrocarbons from
these reservoirs remains very low. For gas reservoirs, the estimated
recovery factor varies in the range of 5–30% while for oil reservoirs it is
often <10% [1]. Compared with conventional reservoirs, the significant
amount of residual hydrocarbons and substantial initial investments in
drilling and stimulation make it pressing to develop practical tools to
improve recovery factors and maximize the net present value. Gas
slippage in the matrix has a significant impact on production perfor-
mance of unconventional gas wells as well as modeling of

unconventional gas reservoirs [2,3]. Moreover, it could also affect un-
conventional oil reservoirs as gas injection has become the top choice
for EOR pilot tests in unconventional reservoirs [4]. Hence under-
standing the physics of gas flow in nanoporous rocks becomes crucial.

1.1. Empirical correlations for Klinkenberg coefficient

In the tight matrix of unconventional reservoirs, Klinkenberg effect
would govern gas transport when the mean free path of gas molecules
approaches the pore size in the nanoscale. According to Klinkenberg
(1941) [5], the apparent permeability of gas kg increases with de-
creasing average pressure and apparent gas permeability is given as,
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where b is the Klinkenberg coefficient (or slippage factor). In reservoir
simulators, Klinkenberg effect can be modelled with different choices of
Klinkenberg coefficient b. Characterization of Klinkenberg coefficient is
hence of great value. Klinkenberg (1941) [5] proposed to relate b to the
ratio between the mean free path λ and the characteristic dimension
(radius) of pores r,

=b
cλp
r

4
(2)

However, since r is usually not directly measured for rocks, b is
often empirically expressed as a power-law function of the intrinsic
permeability of rock ∞k for practical reservoir engineering purpose, i.e.,

= ∞b αk β as shown in Table 1.
By assuming that flow through porous media can be modelled by a

bundle of capillary tubes, some researchers proposed that b should be a
power-law function of ∞k ϕ/ , i.e., = ∞b α k ϕ( / )β as shown in Table 2.
Most correlations in Table 2 have β as −0.5, which comes from repla-
cing r in Eq. (2) by ∞

−k ϕ( / ) 0.5.
However, most current studies of gas slippage in cores often lacks

the characterization of porosity let alone pore sizes. The effects of
changing temperature, effective stress, and gas species on the slippage
factor b are seldom systematically measured on the same rock. In order
to better understand the above effects, the physics that leads to
Klinkenberg effect needs to be reviewed.

1.2. Theoretical slippage factors

It is recognized that Klinkenberg effect can be all or partly attrib-
uted to gas rarefaction that can further be classified into four categories
based on the Knudsen number [13] which is defined as,

= λ
L

Kn (3)

where λ is the mean free path of gas molecules and L is a characteristic
length. When Kn < −10 3, effect of gas rarefaction can be neglected, and
the flow can be accurately modeled by the compressible Naiver-Stokes
(N-S) equations with classical no-slip boundary conditions. When

< <− −10 Kn 103 1, the flow is in the slip flow regime and the N-S
equations remain applicable, provided that a velocity slip is applied to
the wall. The slip velocity can be correlated to the velocity gradient
normal to the wall through, for instance, a first-order slip model [14].
When < <−10 Kn 101 , the flow regime is termed transitional, and the
continuum approach of the N-S equations is no longer valid. When

>Kn 10, the flow enters the free molecular flow regime and the occur-
rence of intermolecular collisions is negligible compared with the

collisions between the gas molecules and the walls. DSMC is a powerful
tool for flows in these two regimes. DSBGK as an alternate simulation
method achieves higher efficiency with the same level of accuracy as
DSMC [39]. DSBGK agrees very well with experimental data [40] and
the DSMC method over a wide range of Kn [15], even if < −Kn 10 1 due to
high pressure, because its molecular reflection boundary condition and
governing equation are generally valid for any Kn. In this work, the
DSBGK method was applied to simulate flow in a wide range of Kn but
only data within the Kn range of (0.01, 0.1) were selected to extract the
intrinsic permeability and slippage factor b to study the scaling law for
the slip flow regime.

The above classification of gas flow regimes based on Kn is quali-
tative as different choices of characteristic lengths would lead to dif-
ferent limits. For flow in microchannels, L is generally chosen to be the
hydraulic diameter or the depth of the channel. In porous rocks, pore
diameter should be used as the characteristic length. For complex
geometries [16], it could be preferable to calculate L from local gra-
dients (for example of the density = ∇ρ L ρ ρ: /| |). Klinkenberg coeffi-
cients for slip flows through simple geometries, such as those between
parallel plates or within capillary tubes, can be obtained by solving the
N-S equation with the first-order slip boundary condition,
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where σ is the tangential momentum accommodation coefficient
(TMAC). For gas flows between two parallel plates [17],
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The characteristic length is the distance between the two plates, i.e.,
=L h, provided that h is much smaller than the size of the plate. The

expression for b is therefore,

= −b p σ
σ

6 Kn 2
(6)

Similarly, for flows within a cylindrical tube,
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By defining the characteristic length as the hydraulic diameter, i.e.,
=L r2 , the expression for b is therefore,

= −b p σ
σ

8 Kn 2
(8)

The above expressions for b motivated a general correlation for the gas
slippage factor,

= −b k p σ
σ

Kn 2
1 (9)

Here, k1 is a factor based on the geometry, e.g., cross-section shape. Kn
can be calculated once the mean free path is calculated using the gas
kinetic theory. For classic collision models, based on an inverse-power-
law (IPL) interaction scheme, the expression of mean free path can be
written as [16],

=λ
k μ

ρ
M
RT

w2

(10)

where Mw is molecular weight in kg/mol; R is the universal gas constant
in J/(K·mol), and Z is the compressibility factor; and k2 is a constant
from the viscosity model and is directly related to viscosity index given
by [18]. For real gases,

=λ
k μZ

p
RT
Mw

2

(11)

The pore radius r is often scaled to the square root of permeability k
over porosity ϕ as ∼r k ϕ/ . Now a general expression for the slippage

Table 1
Klinkenberg coefficient b as a power-law function of ∞k .

References α β Gas

Heid et al. 1950 [6] 0.1106 −0.39 Air
Jones, 1972 [7] 0.1885 −0.36 N2

Jones and Owens, 1980 [8] 0.9735 −0.33 N2

Tanikawa and Shimamoto, 2009 [9] 0.1500 −0.37 N2

Table 2
Klinkenberg coefficient b as a power-law function of ∞k ϕ/ .

References α β Gas

Sampath and Keighim, 1982 [10] 0.0011 −0.53 N2

Florence et al. 2007 [11] 0.0094 −0.5 N2

Florence et al. 2007 [11] 0.0096 −0.5 Air
Civan, 2010 [12] 0.0094 −0.5 N2
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factor can be written as,

∼ −b k k
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kϕ
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For flows in the slip flow regime with the first order slip boundary
condition, Eq. (12) can be used to correlate b with respect to fluid
properties k μ Z M( , , , )w2 , rock properties k k ϕ( , , )1 , an empirical para-
meter σ and temperature T.

In most gas flows in experimental studies, flow is within the slip
flow regime ( <Kn 0.1) and b appears as a constant independent of
testing pressure. This is because the flow pressure is often high com-
pared with the threshold pressure below which Kn can exceed 0.1.
Additional reasons for b to appear as a constant include: the flow is
isothermal, the pore size change in the lab is limited due to limited
effective stress change and steady-state flow condition, and the product
μZ is mostly constant for most experiments where <p 2000 psia
( ×1.38 107 Pa).

Eq. (12) is no longer valid when Kn >0.1, which might exist in ex-
periments with very low pressure [21] or in very tight matrix rock
under proper reservoir conditions [22]. One approach to model gas
flow in this regime is to use a function to asymptotically approximate
the velocity near the wall surface using the result from DSMC[19,20].
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Another approach is to introduce high order terms, e.g., a second order
term [21,22] to model slip velocity on the wall,
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In the above models, the dimensionless velocity and distance are de-
fined as,

= =∼ ∼u u u n n L/ /0

where u0 is a characteristic velocity, e.g., the average inlet velocity; and
n is the distance from the point of interest to the wall surface. The above
models can be used up to Kn = O (1) except Beskok and Karniadakis
(1999) [19], which might be applicable up to the free molecular limit.
In addition to the above models that focus on the boundary condition at
gas–solid surfaces, Ertekin et al. (1986) [23] derived a dynamic slip-
page factor by assuming that the additional mass flux is due to Knudsen
diffusion.

=
∞

b
pc D μ

k
g g

(15)

where cg is gas compressibility and Dg is the effective gas diffusivity in
porous media. The concept of equating the viscous slip term with the
diffusive flux can be traced back to the formulation of the Dusty Gas
Model (DGM). When applying DGM to model single phase gas transport
in porous media, Mason et al. (1967) [24] suggested that the origin of
the slip term is just a diffusive component in DGM formulation. Re-
searchers used measured Klinkenberg coefficients to calculate Knudsen
diffusivities as detailed in [25]. However, it should be noted that
Knudsen diffusion only applies in the free molecular region where

>Kn 10. In the slip flow regime where <Kn 0.1 viscous flow should still
be the dominating mode of transport [26]. The idea behind Eq. (12) and
Eq. (15) of equating the effect of wall slip to Knudsen diffusion to arrive
at an equation for b is physically incorrect (as shown in the Appendix).
However, the idea of treating Klinkenberg coefficient as a dynamic
variable, if implemented correctly, is useful as it allows us to handle
situations more accurately when (a) the reservoir is subject to sig-
nificant pore size changes e.g., geomechanical effects; (b) the reservoir
has a high pressure where μZ can no longer be treated as constant; (c)
the reservoir is non-isothermal e.g., geothermal reservoirs; (d) the rock
matrix is tight enough to make Kn greater than 0.1.

To summarize, though core-based experiments could generate cor-
relations directly useful to reservoir models, to fully understand the
effects of gas species, pressure, temperature, and pore size, a scaling
relation for b like Eq. (12) is needed. In this work, we use Klinkenberg
coefficients obtained from simulated rarefied gas flows in simple geo-
metries with known pore sizes and from experiments of gas flows in
rectangular nanofluidic channels to check the validity of Eq. (12). The
results were then compared with core experiments. Our correlation
established from these data was then compared with data in the lit-
erature. In this comparison, the effects of temperature and gas were
considered to approach a unified correlation for the dynamic slippage
factor.

2. Methodology

2.1. Set-up of core experiments

Permeability measurements on low permeability rocks have been
studied by many researchers [27–34]. Investigations above have shown
that gas slippage factors measured in cores could be affected by geo-
mechanical effects, temperature and gas species. Additionally, the
measurement accuracy must be ensured by carefully designing the ex-
perimental setup and procedures. Rushing et al. (2014) [28] re-
commended steady-state measurements over unsteady-state due to the
overestimation of results. Control in back pressure was recommended
to remove inertial effects caused by high pressure gradient. Therefore,
steady-state measurements were applied in this study, and back pres-
sure was controlled to ensure a constant pressure gradient across the
core for all pore pressures. The compaction effect by confining has been
investigated by many studies [30,32–34] all of which concluded that
effective stress could impact permeability, porosity and gas slippage. In
this study, Biot’s coefficient was assumed to be 1 and the confining
pressure was loaded based on the average pore pressure to maintain a
constant effective stress, aiming to remove the geomechanical effect on
gas slippage. In addition, it was implied that temperature and gas
species can all potentially impact apparent permeability and slippage
[27,29,31]. Hence, temperature and was kept constant for flow tests.

As mentioned above, the experimental set-up, shown in Fig. 1, was
assembled to conduct steady-state gas flow measurements in nano-
porous rock samples at different pore pressures and confining stresses.
Two gases were used for flow experiments: nitrogen and methane. Two
types of rocks were used, i.e., Wisconsin carbonate (from Kocurek In-
dustries) and Niobrara shale (from CEMEX Quarry, Colorado).

Before flow tests, core samples were cleaned and dried. Toluene was
used for cleaning oil components and methanol was used for removing
aqueous components. Soxhlet extractors were employed to clean cores
for three weeks using toluene and two weeks using methanol, aiming to
removing all fluids that resided in the rocks. After cleaning, the cores
were dried in ovens. Cylindrical core samples have a diameter of 1.5
inches (3.81 cm) and a length of 2 inches (5.08 cm). A nitrogen gas tank
was used to apply the confining pressure. An ISCO 260D pump was used
to inject gas at a constant inlet pressure. A back-pressure regulator (FRT
6100, Chandler Engineering) was installed to maintain a constant outlet
pressure. Inlet and outlet pressures were monitored by gauges (GE DPI-
104) that were also connected to a computer for data logging.

Leakage tests were performed prior to flow tests. Pressurized gas
was injected into the system and the readings of gauge 1 and gauge 2
were monitored during a test. Pressure loss rate was deemed acceptable
when it was lower than 1 psia/hr (6.9× 103 Pa/hr). This rate implies
that leakage rate is less than 1% of typical gas flow rates. Each time
when any part of the set-up was disassembled, the leakage test was
repeated. Before flow tests, the rock core sample were pre-stressed with
an effective stress 25% higher than the test effective stress for 48–72 h
[32]. For example, if the desired average pore pressure is 300 psia
( ×2.1 106 Pa) and the desired effective stress is 720 psia ( ×5.0 106 Pa),
the confining stress applied during pre-stressing will be 1,200 psia
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( ×8.3 106 Pa) so that the effective stress is 900 psia ( ×6.2 106 Pa), 25%
higher than 720 psia ( ×5.0 106 Pa). The set-up was initially bench-
marked with brine flows through standard Berea cores. The measured
absolute permeability was also benchmarked with a permeameter (Core
Lab CMS300). The procedure of gas flow experiments is as follow:

1. Seal the core holder and apply confining pressure to maintain a
constant effective stress as 720 psia ( ×5.0 106 Pa) for all tests.

2. Pump gas into flow line and set back pressure higher than the de-
sired pore pressure to close the outflow. Constant pressure injection
mode was used to let the system reach desired pore pressure.

3. Stop injection and keep the system pressurized for 48–72 h to re-
move inelastic deformation. Meanwhile, the pressure was monitored
to ensure the leakage for both flow line system and confining system
were within acceptable levels.

4. Lower the back pressure to the desired outlet pressure and pump gas
into the core until designed inlet pressure is reached. When reaching
the steady state, both pressures should be stable and the variations
of flow rate should diminish.

5. The pressure and pump volumetric data were logged into a com-
puter for every 10 s. Flow rates were then computed by plotting
pump chamber’s volume with respect to time.

After reaching the steady state (after 10 h), each section of 20-min data
was extracted and used for computing the flow rate, average inlet and
outlet pressures, gas compressibility factor and viscosity. Gas com-
pressibility factor Z was calculated by Peng-Robinson EOS. The flow
rate was converted to that at the standard condition for calculating the
apparent permeability. Viscosities of both gases were calculated by the
correlation [35] and was also verified with NIST (National Institute of
Standards and Technology) database (https://webbook.nist.gov/
chemistry/). The viscosity and compressibility factor data were also
applied to the analysis of nanofluidic experiments. The apparent per-
meability was obtained by:

=
−

k
qp Z μ L

Z d
g

π p p
in

in 4
2 ( )

2
in
2

out
2

(16)

The average of all calculated permeability was presented as the ap-
parent permeability for a specific pore pressure.

2.2. Experimental set-up of nanofluidics

Nanofluidic chips were fabricated with photolithography and

reactive-ion etching in a class-100 cleanroom at the Center for
Nanophase Materials Sciences of Oak Ridge National Laboratory. Both
microchannels and nanochannels were etched on a double-sided po-
lished silicon wafer 300 μm in thickness. The fabrication process was
similar to that presented in Wu et al. (2014) [36]. First, an array of 20
nanochannels spaced 30 μm edge to edge was etched on the photo-resist
covered silicon wafer by a Reactive Ion Etcher (Oxford Plasma System
100). Etching was divided into two stages. The first stage was carried
out for half of the desired etching time. Then, the etching rate was
calibrated based on the depth achieved during the first stage using a
profilometer (Tencor Instrument P10). The etching time for the second
stage was then adjusted accordingly. After etching, the residual pho-
toresist was stripped away in hot bath at 343.15 K for 1 h and then the
wafer was cleaned for 10min with O2-Ar plasma (PVA TePla ION 40
Gas Plasma System). Then, another layer of photoresist was placed and
developed on the silicon wafer for defining the microchannels. Micro-
channels with a depth ranging from 8 to 10 μmwere etched using only a
single stage as it is not necessary to accurately control the depth of
microchannels. The chip was then cleaned by O2-Ar plasma and char-
acterized by profilometer and SEM (FEI Helios Nanolab 600i FIB).

The width of the pattern that contains nanochannels is 600 μm with
20 channels (13.5 μm channel width) and channel length is 400 μm as
shown in Fig. 2. As mentioned above, the channel depth was achieved
by reactive-ion etching but the depth within a channel was not strictly
uniform ranging from 361.9 nm (498.0–136.1 nm) to 739.0 nm

Fig. 1. The experimental set-up of gas flow measurement in cores.

Fig. 2. Characterization of the nanochannel array with SEM.
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(875.1–136.1 nm) as exemplified in Fig. 3 at the entrance of a na-
nochannel.

From the profilometer data shown in Figs. 4–6, the channel depth
also varied based on locations ( ±360 53 nm for trace 1, ±455 31 nm for
trace 2, and ±456 82 nm for trace 3) and from channel to channel. The
approximate locations of traces are shown in Fig. 2. The channel-to-
channel depth profile appears to be more uniform in the middle (Trace
2) than at the two ends. After the above characterizations, the front side
of the wafer was bonded (573.15 K, 800 V, 15min) to a thin Pyrex
coverslip using a custom-built anodic bonder. The four holes on the
backside of the wafer were connected to NanoPorts (IDEX) using liquid
glue. Then, the nanofluidic device was ready to be connected to the
flow system. The schematic of the lab-on-chip flow system is shown in
Fig. 7. High-purity methane was injected to one port of the nanofluidic
chip at a specific upstream pressure controlled by a pressure regulator.
The downstream pressure was controlled by a back-pressure regulator.
Four pressure gauges were used, of which two pressure gauges (p2, p3)
were directly connected to the nanofluidic ports in order to better
characterize the inlet and outlet pressure of the nanochannel arrays.
When pressure is lower than 2000 psia ( ×1.38 107 Pa), μZ can be
treated as constant. We can therefore estimate the flow rate between

the inlet and the outlet by using the squared form of pseudo pressure for
inlet and outletwhich is more accurate for gases than the arithmetic
mean used by Wu et al. (2014) [36].

=
+

=
+

p
p p

p
p p

2 2in
1
2

2
2

out
3
2

4
2

The gas that left the nanofluidic chip through the back-pressure reg-
ulator was transported to and stored in a system composed of two tubes.
The measuring tube was prefilled with dyed water and the vertical tube
is used to prevent water backflow into the nanofluidics. As water was
displaced by the accumulating methane, the volume change of methane
was measured by recording the location of water meniscus in the
measuring tube over a period. A typical flow measurement was done for
three hours after a 12-h waiting period to assure that steady-state flow
was reached. Once the flow rate was measured, the apparent perme-
ability of the nanochannel array was calculated by,

=
−

k
μZp

Z
L

A p p
πID l
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Δ
Δg
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atm

channel

channel in
2

out
2

2

(17)

Before each run, a leakage test was conducted on the system, with all
valves closed and the pressure of the nanochannel arrays monitored for
three days. As the pressure variation due to leakage within a typical
duration of a flow measurement e.g. three hours is 0.03 psia (207 Pa)
which was much smaller compared with the full-scale accuracy of the
pressure gauge (GE DPI 104) as 0.05 psia (345 Pa), leakage was deemed
negligible.

2.3. Direct simulation method for BGK equation (DSBGK)

The BGK equation [37] can be solved to improve the computational
efficiency in simulating gas flows at high Kn but at very low speeds
[38,39]. The specific code used in this study was the DSBGK method
developed in [39] and has been verified against the experimental study
[40] as well as the DSMC method [18] as criterion in several bench-
mark problems over a wide range of Kn [15]. Although the DSBGK
method is based on the BGK equation that uses a simple model to re-
place the intermolecular collision integral of the Boltzmann equation, it
agrees very well with the DSMC method at high Kn. This is because the
molecular reflection on the wall, the dominant effect in simulating

Fig. 3. Characterization of a single nanochannel with SEM.

Fig. 4. The profile of channels measured along trace 1.
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micro gas flows by kinetic methods, is modeled in the DSBGK method
the same as in the DSMC method. Theoretically, the error due to this
simplification disappears and the solution depends only on the
boundary condition of molecular reflection when Kn approaches ∞.
Compared with the standard DSMC method, the DSBGK method
achieves high efficiency by avoiding generating a huge number of
random fractions in the intermolecular collision process and using the
increments (instead of transient values) of molecular variables to up-
date cells macro quantities based on the conservation laws of mass,
momentum and energy, which significantly reduces the stochastic noise
due to discontinuous events of simulated molecules randomly moving
into and out of cells. Theoretical analyses on algorithms of DSMC and
DSBGK methods and the comparisons of simulation results between the
two molecular simulation methods were detailed by Li (2012) [15].

Recently, it has been successfully applied to study the apparent per-
meability variation with pore pressure of gas flows in real shale samples
by using the Fortran MPI software NanoGasSim [41].

A representative 2D nano-scale geometry as illustrated in Fig. 8 was
used to study the variation in the apparent permeability with pore
pressure. This geometry is characterized by dimensionsW S, and L that
can be adjusted to cover a wide range of porosity ϕ, intrinsic perme-
ability ∞k and pore body-to-throat ratios. In this study, five cases were
considered and the parameter L was 100 nm for case 1 and fixed as
500 nm for other four cases, and combinations of W and S were used as
follows: case 1 with W=10 nm, S=20 nm and ϕ =0.22; case 2 with
W=10 nm, S=90 nm and ϕ =0.094; case 3 with W=10 nm,
S=10 nm and ϕ =0.0396; case 4 with W=10 nm, S=50 nm and
ϕ =0.054; case 5 with W=20 nm, S=20 nm and ϕ = 0.0784. The

Fig. 5. The profile of channels measured along trace 2.

Fig. 6. The profile of channels measured along trace 3.
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porosity is evaluated by the ratio of void area to the total area of the
domain,

= − +ϕ L S W S
L

(2 3 ) 2 2

2 (18)

Since simulated flows a isothermal, momentum exchange between
colliding molecules is the dominant mechanism of relaxation. The re-
laxation coefficient υ of the BGK equation was therefore determined
point-wise by the dynamic viscosity μ as follows,

=υ n k T
μ

d B

(19)

where nd is the local transient number density, kB is the Boltzmann
constant and T is the local transient temperature. The boundary con-
dition used pure Maxwell diffuse reflection ( =σ 1), which is accurate
for molecular reflection processes at low speeds. Bird (1994) [18]
summarized that experiments with most surfaces in contact with gases
at normal temperatures have σ as 1. σ will only be much smaller than 1
for high-speed flows with shock waves on usual surfaces (not polished),
or for flows over aircraft surfaces polished to reduce heat flux. In this
work, we focused on flows within nanofluidics and nanoporous rocks,
where σ as 1 should be a reasonable assumption for those rough sur-
faces. The initial temperatureT0 and the wall temperatureTwall, were set
to 300 K. Methane were used in the simulations, and its viscosity is from
the NIST database and assumed to be constant at a specified inlet
pressure point because temperature variation is negligible due to the
low Mach number of the flow and the pressure difference between inlet
and outlet within the 2D domain is only 1% of inlet pressure. The effect
of gas compressibility is negligible due to the small pressure difference,
although the flows are modeled as compressible ( =Z 1) in the DSBGK

simulations.
As explained above, a BGK relaxation parameter is used to describe

the effect of dynamic viscosity in DSBGK. There is no actual collision
and viscosity could be an arbitrary function of temperature and density
as observed in reality or from standard data provided by the NIST da-
tabase. However, in order to set the flow condition within the first order
slip flow regime, we need to maintain Kn within (0.01, 0.1). To cal-
culate Kn, estimation of the mean free path was achieved by the hard
sphere model (HS), which was consistently used in both simulations
and experiments, i.e.,

=λ
μ

n πmk T
16

5 2d
0

0 B 0 (20)

where m is the mass of one molecule in kg. For each geometry, the
initial pore pressure related to the number density by =p n k Td0 0 B 0 was
changed for the same geometry to cover a wide range of = λ WKn /0 .
The pressure difference between the two ends was very small and hence
steady-state apparent permeability kg for each pressure point is eval-
uated according to the definition of permeability,

=k
μu
p LΔ /2g

(21)

where u is the average superficial velocity in m/s. pΔ is the differential
pressure between the inlet and outlet and L2 is the length of the 2D
domain. About 10 simulations were used to obtain the apparent per-
meability variation with different p0, from which the slope b of
Klinkenberg law was extracted from the data located inside the slip flow
regime where <Kn 0.1. Similar to the standard of DSMC, time step tΔ
was selected to make the average moving distance per time step smaller
than λ0 and the cell size =x yΔ Δ was smaller than λ0 as well.

Fig. 7. The experimental set-up for measuring gas flow in nanofluidics.

Fig. 8. The 2D geometry to study pressure-driven gas flows using DSBGK.
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×6000 3000 uniform cells were used at high pressure =p 25.770 MPa
with Kn as 0.02 and W as 10 nm. Additionally, at least eight cells were
used to discretize the channel throat W at low pressure condition,
where xΔ is much smaller than λ0, e.g., =xΔ 1.25 nm and =λ 2500 nm
at =p 20.60 kPa with Kn as 25 andW as 10 nm. Each cell contains about
60 simulated molecules.

3. Results and discussions

3.1. Results of core experiments

Core flooding experiments generated four sets of results with two
gases in two rock samples. Different pore pressures were applied for
each set of experiments, ranging from 100 psia ( ×6.89 105 Pa) to 2000
psia ( ×1.38 107 Pa). Measured apparent permeability was normalized
by the intrinsic permeability and plotted with its according reciprocal
of the average pore pressure in Fig. 9. Measured slippage factors b with
intrinsic permeability ∞k are shown in Table 3. The slippage factors for
both gases measured by Niobrara shale are larger than Wisconsin car-
bonate, which implies that Niobrara shale core might have a smaller
average pore size than Wisconsin Carbonate core used in this study. The
slippage factors estimated from methane flows for both cores are larger
compared with those estimated by nitrogen flows.

3.2. Results of nanofluidic experiment

By assuming the flow rate was the same for each channel, the ap-
parent permeability for a single channel can be calculated via Eq. (17).
This apparent permeability is then plotted against the reciprocal of the
average pressure as shown in Fig. 10. The intrinsic permeability for a

single channel is 14.33 mD ( × −1.41 10 14 m2) and Klingenberg coeffi-
cient is 7.99 psia ( ×5.51 104 Pa) by fitting the data to the Klinkenberg
law,

= +
+∞

∞k k bk
p p( )/2g

in out (22)

On the other hand, the absolute permeability of a single channel with a
rectangular cross-section can be calculated using the following ex-
pression [17].

∑= −
+

⎡
⎣

+ ⎤
⎦

∞
=

∞

k h h
n π w

n πw
h12

16
(2 1)

tanh (2 1)
2n

2

1

3

5 5 (23)

where h is the depth of a single nanochannel and w is the width of a
single nanochannel. With intrinsic permeability as 14.33 mD, the
average channel depth can be obtained as 416.1 nm from Eq. (23),
which is comparable to the average depth measured by the profil-
ometer.

3.3. Results of DSBGK

At very high pressures used in our study to cover the slip flow re-
gime, Kn is low and the results of DSBGK should approach the solutions
of the Navier–Stokes equation. We compared velocity fields at location

Fig. 9. Results from gas flow experiments through cores.

Table 3
Summary of results from gas flow experiments through cores.

Core Gas ∞k , mD ∞k , m2 b, psia b, Pa

Niobrara Shale CH4 × −1.24 10 4 × −1.22 10 19 355.9 ×2.45 106

N2 × −1.52 10 4 × −1.50 10 19 532.7 ×3.67 106

Wisconsin Carbonate CH4 × −1.76 10 2 × −1.74 10 17 38.92 ×2.68 105

N2 × −1.63 10 2 × −1.61 10 17 50.27 ×3.47 105

Fig. 10. Results from nanofluidic experiments.
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D and E of Fig. 8 from the DSBGK method at the highest pressure
condition of p0= 25.77MPa ( =Kn 0.02) with those from an ordinary
2D Lattice Boltzmann Method (LBM) [42]. As shown in Fig. 11, the
agreements of the DSBGK results of u and v velocity components at
different locations with the LBM results are very good at this high
pressure, which could be seen as a validation of DSBGK approach. Near
channel exits and entrances, it is noticed that the velocity from DSBGK
is slightly but consistently higher than that from LBM, showing the
effect of slip. Since the standard Boltzmann equation is deemed invalid
at high pressures due to violation of its two assumptions, i.e., molecular
chaos and the dominance of binary inter-molecular collisions over
ternary collisions, the BGK equation, which has removed these two
assumptions, is a better approach for this study.

The intrinsic permeability and corresponding slippage factor for
each case are summarized in Table 4. The simulated permeability
normalized with intrinsic permeability is plotted against the reciprocal
of the average pressure as shown in Fig. 12. The slippage factor b was
extracted by a linear fitting of the computed apparent permeabilities in
the first order slip regime with <0.01 Kn <0.1 and the intrinsic perme-
ability was obtained by extrapolation to Kn = 0. The simulation results
show that the intrinsic permeability depends mostly on the dominant
pore throat size W, while the slippage factor b also noticeably depends

on the porosity.

3.4. Comparison across core experiments, nanofluidic experiments, and
DSBGK simulations

In Fig. 13, the slippage factors for methane obtained from these
independent studies (nanofluidic experiments, core experiments, and
DSBGK) are plotted as a function of ∞k ϕ/ , following the scaling relation
presented in Eq. (12). These data varied across three orders of magni-
tude yet they all appear to collapse on a single scaling relation,

Fig. 11. Comparison of velocity contours between DSBGK and LBM (Case 1).

Table 4
Summary of DSBGK results.

Case Gas ∞k , mD ∞k , m2 b, psia b, Pa

Case 1 CH4 × −7.59 10 4 × −7.49 10 19 488.8 ×3.37 106

Case 2 CH4 × −1.47 10 4 × −1.45 10 19 748.3 ×5.16 106

Case 3 CH4 × −1.23 10 4 × −1.21 10 19 617.1 ×4.25 106

Case 4 CH4 × −1.35 10 4 × −1.33 10 19 621.5 ×4.29 106

Case 5 CH4 × −1.05 10 3 × −1.04 10 18 261.9 ×1.81 106
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⎜ ⎟= ⎛
⎝

⎞
⎠

∞
−

b k
ϕ

101.438
0.5

(24)

where slippage factor b is in psia and intrinsic permeability ∞k is in mD.
The trend demonstrated in Fig. 13 indicates that the slippage factor in
the slip flow regime is inversely proportional to the square root of in-
trinsic permeability over porosity as predicted by Eq. (12). Such a
scaling relation has been proposed by previous researchers [11,12] as,

⎜ ⎟= ⎛
⎝

⎞
⎠

∞
−

b β k
ϕ

0.5

(25)

Civan (2010) [12] specifically proposed that,

=β μ πRT
τMw (26)

where τ is the rock tortuosity. Based on Civan (2010) [12], β can be
calculated as × −7.87 10 3 in SI unit by assuming tortuosity τ as 1. But, β
directly calculated by using the intercept as 1.438 in our correlation is

× −5.94 10 3 after the unit conversion to SI. The difference may come
from the fact that tortuosity τ mostly is larger than 1, and hence using τ
as 1 may overestimate the slippage factor.

In Fig. 14, our correlation is compared to the gas slip flow data in
the literature. Though there are many data in the literature regarding
gas slip flows, we only selected the experimental data that come with
known porosity, temperature and gas species. Qualified data from the
literature hence becomes limited [10,11,43,44] and most of them are
based on nitrogen and should be corrected for differences in tempera-
ture and gas species. This correction was achieved by re-scaling b with
the condition of methane experiments. Note that the results of our own
nitrogen experiments, included in Fig. 14, were corrected in the same

Fig. 12. Simulation results from DSBGK.

Fig. 13. Summary of slippage factors of methane obtained by different methods.
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way. For the same core at the same temperature, nitrogen tends to have
larger b than methane. For Wisconsin carbonate, after scaling N2’s data
with respect to viscosities, compressibility factors, and molecular
weights, the scaled slippage factor of N2 (41.5 psia) becomes very close
to the slippage factor based on CH4 (38.9 psia) as shown in Table 1. For
Niobrara shale, the difference between scaled N2’s b (355.9 psia) and
CH4’s b (439.8 psia) is still appreciable possibly due to the difference in
CH4 and N2’s adsorption with shale surfaces, a factor that is not con-
sidered in the slip flow model.

Our correlation Eq. (24) can fit these additional slip flow data with
=R 0.782 , which illustrates the relevance of our correlation to data in

the literature. Though a better match could be achieved with a slope as
−0.60 and hence a R2 of 0.90, we chose to hold the slope as−0.5 because
of the requirement of dimensional consistency and also because most
literature would scale the pore size with respect to permeability and
porosity as ∼r k ϕ/ . Eq. (24) based on methane at 300 K would also
justify our choice of the slope. Slippage factors at other temperatures or
for other gases can be obtained by scaling Eq. (24) with temperature
and gas properties following Eq. (12), which approaches the concept of
dynamic slippage factor in a practical way.

4. Conclusions

In most laboratory studies, isothermal flow within the slip flow
regime (Kn <0.1) leads to a constant slippage factor. However, varying
temperature or gas type will change the slippage factor. When a re-
servoir is subject to significant pore size changes due to geomechanical
effects or the reservoir has a high pressure where μZ of gas can no
longer be treated as constant, the slippage factor will also be discovered
as a dynamic variable. The above effects are best described by Eq. (12)

based on the theory of rarefied gas flows in the slip flow regime.
In this work, Klinkenberg coefficients from nanofluidic experiments

and those from 2D DSBGK simulations were combined to establish a
correlation in the form of Eq. (12). As the dimensions of rectangular
channels in nanofluidics and those of the 2D geometries are known, Kn
can be clearly limited to the slip flow regime where Eq. (12) is expected
to hold. Then, the results from core experiments were added to the
correlation. The slippage factors obtained from these independent stu-
dies varied across three orders of magnitude, yet they all collapse on a
single scaling relation that follows the format of Eq. (12). Specifically,
the slippage factors are inversely proportional to the square root of the
intrinsic permeability over porosity. Our correlation matched data from
the literature after those data were scaled with respect to temperature
and gas type.

Unlike existing correlations in the literature, our correlation is es-
tablished based on methane, which is a major component in un-
conventional gas reservoirs and a promising injectant for gas injection
IOR/EOR. The correlation can be applied to estimate Klinkenberg
coefficients at different temperatures and for other gases, by scaling the
coefficient with temperature and gas species. Therefore it can be im-
plemented easily into a reservoir simulator. This study contributes to
rock characterization, well testing analysis, reservoir simulation as well
as the understanding of rarefied gas transport in nanoporous media.
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Appendix A. Counter example regarding dynamic slippage factor based on Knudsen diffusion

The slip flow term should not be treated as equivalent to the Knudsen diffusion term in the slip flow regime even though they give a similar
dependence on temperature and gas properties. Unfortunately, such a mistake could be commonly found in many research papers related to this
topic. In what follows, an example was provided to demonstrate the inequivalence of the slip flow and Knudsen diffusion. Following the Dusty Gas
Model (DGM), the expression for molar flux of a single-component gas [24] in a capillary tube is,

→
= −∇ − ∇J

D
X X

D
B
μ

pk

k Kn
e k

k

k Kn
e

, ,

Fig. 14. b from litertature (converted to methane at 300 K) compared to this study.
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where =X p RT/k is the molar density for the gas phase that can be calculated using an ideal-gas EOS. The molar flux is hence related to the pressure
gradient by,

⎜ ⎟
→

= −⎛
⎝

+ ⎞
⎠

∇
J D

Bp
μ

p
RTk k Kn

e
,

assuming isothermal condition. With the following expressions for B and the effective Knudsen diffusivity,

= =B r D r RT
πM8

, 2
3

8
k Kn
e

w

2

,

The expression for the molar flux is now [45],

⎜ ⎟
→

= −⎛
⎝

+ ⎞
⎠

∇
J r RT

πM
p
μ

r p
RT

2
3

8
8k

w

2

In the slip flow regime, the molar flux can be obtained by subjecting N-S equation to the first-order slip boundary.

⎜ ⎟

→
= −

∂
∂

⎛
⎝

− + ⎞
⎠

∇J
p
z

p
μ RT

σ
σ

λ r r p1 2
2 8k

2

By assuming these two expressions as equivalent,

+ = − +r RT
πM

p
μ

r p
μ

σ
σ

λ r p
μ

r2
3

8
8

2
2 8w

2 2

Substitute the expression for the mean free path,

=λ
k μZ

p
RT
Mw

2

and let =Z 1 (ideal gas) and =σ 1, and the following is arrived,

=r RT
πM

k RT
M

r2
3

8
2w w

2

Hence,

= =k
π

8
3

2 2.1282

A similar result was derived by Rose (1948) [46] and it was shown that the mean free path is,

=λ
μ

p
RT
M

2.13
w

and this expression was used by Ertekin et al. (1986) [23]. However, according to classic IPL collision models summarized in [16,18], under the
standard condition, k2 can never be larger than 1.277. For the Hard Sphere (HS) gas,

= =k
π

16
5 2

1.2772

For gases that obey the VHS (Variable Hard Sphere) model ( < <ω0.5 1.5), it can be proved that,

= − − ⩽ =k ω ω
π π

2(7 2 )(5 2 )
15 2

16
5 2

1.2772

Similarly, with VSS (Variable Soft Sphere) gas model ( < <α1 2), it can be proved that,

= − −
+ +

⩽
+

< =k α ω ω
α α π π π
4 (7 2 )(5 2 )

5( 1)( 2) 2
96

5(2 2 3) 2
16

5 2
1.2772

k2 evaluated by Knudsen’s diffusion model is always greater than that from the classic IPL collision models. Therefore, the slip flow term should not
be treated as equivalent to the Knudsen diffusion term in the slip flow regime even though they may give a similar dependence on temperature and
gas properties. Beskok and Karniadakis (1999) [19] drew a similar conclusion that Knudsens model would overpredict the mass flow rate in the slip
flow regime, after comparing Knudsen’s model with NIST data and the solution of linearized Boltzmann equation. In summary, the slippage factor
should not be derived by Knudsen’s diffusion model in the slip flow regime as it will always lead to an overestimation of the slippage effect.
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