
Numerical simulation of non-isothermal multiphase tracer transport
in heterogeneous fractured porous media

Yu-Shu Wu *, Karsten Pruess

Earth Sciences Division, Lawrence Berkeley National Laboratory, Earth Sciences Division, MS 90-1116, One Cyclotron Road, Berkeley, CA 94720,

USA

Received 17 June 1999; received in revised form 27 December 1999; accepted 19 January 2000

Abstract

We have developed a new numerical method for modeling tracer and radionuclide transport through heterogeneous fractured

rocks in a non-isothermal multiphase system. The model formulation incorporates a full hydrodynamic dispersion tensor, based on

three-dimensional velocity ®elds with a regular or irregular grid in a heterogeneous geological medium. Two di�erent weighting

schemes are proposed for spatial interpolation of three-dimensional velocity ®elds and concentration gradients to evaluate the mass

¯ux by dispersion and di�usion of a tracer or radionuclide. The fracture±matrix interactions are handled using a dual-continua

approach, such as the double- or multiple-porosity, or dual-permeability. This new method has been implemented into a multi-

dimensional numerical code to simulate processes of tracer or radionuclide transport in non-isothermal, three-dimensional, mul-

tiphase, porous/fractured subsurface systems. We have veri®ed this new transport-modeling approach by comparing its results to the

analytical solution of a parallel-fracture transport problem. In addition, we use published laboratory results and the particle-

tracking scheme to further validate the model. Finally, we present two examples of ®eld applications to demonstrate the use of the

proposed methodology for modeling tracer and radionuclide transport in unsaturated fractured rocks. Ó 2000 Elsevier Science Ltd.

All rights reserved.
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1. Introduction

Flow and transport through fractured porous media,
which occur in many subsurface systems, have received
considerable increasing attention in recent years because
of their importance in the areas of underground natural
resource recovery, waste storage, soil physics, and envi-
ronmental remediation. Since the 1960s, signi®cant
progress has been made in understanding and modeling
fracture ¯ow and transport phenomena in porous media
[2,19,33,43]. Despite these advances, modeling the cou-
pled processes of multiphase ¯uid ¯ow, heat transfer,
and chemical migration in a fractured porous medium
remains a conceptual and mathematical challenge. The
di�culty stems from the nature of inherent heterogeneity
and uncertainties associated with fracture±matrix sys-

tems for any given ®eld problem, as well as the compu-
tational intensity required. Numerical modeling
approaches currently used for simulating these coupled
processes are generally based on methodologies devel-
oped for petroleum and geothermal reservoir simula-
tions. They involve solving fully coupled formulations
describing these processes using ®nite-di�erence or ®nite-
element schemes with a volume averaging approach.

Early research on ¯ow and transport through frac-
tured rocks was primarily related to the development of
petroleum and geothermal reservoirs [19,31,51]. Later
on, problems involving solute and contaminant trans-
port in fractured aquifers were increasingly recognized
in the groundwater literature, and several numerical
approaches were developed [8,16,34]. Similar problems
were encountered in soil science, which lead to the de-
velopment of a ``two-region'' type model for studies of
solute movement in aggregated ®eld soils, or dual-con-
tinua media [15,41]. More recently, suitability evalua-
tion of underground geological storage of high-level
radioactive wastes in unsaturated fractured rocks has
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Notation

Anm area between connected gridblocks n and
m (m2)

Cr rock compressibility (1/Pa)
CT rock thermal expansion coe�cient (1/°C)
Cva air-speci®c heat at constant volume

(J/kg °C)
Dn, Dm distance from center of ®rst (n) and second

(m) element, respectively, to their common
interface (m)

Dnm distance between the centers of the two
connected elements (m)

df , dm molecular di�usion coe�cient (m2/s) of a
component in a ¯uid phase in fractures
and matrix, respectively

Dj
b di�usion±dispersion tensor accounting for

both molecular di�usion and
hydrodynamic dispersion for component j
in phase b (m2/s)

Db;f di�usion±dispersion tensor accounting for
both molecular di�usion and
hydrodynamic dispersion for a
component in phase b in fractures, de®ned
in Eq. (2.3.1) (m2/s)

Db;fm di�usion±dispersion tensor accounting for
both molecular di�usion and
hydrodynamic dispersion for a
component in phase b in fracture±matrix
or inner matrix±matrix connections,
de®ned in Eq. (2.3.3) (m2/s)

Db;m di�usion±dispersion tensor accounting for
both molecular di�usion and
hydrodynamic dispersion for a
component in phase b in matrix, de®ned
in Eq. (2.3.2) (m2/s)

F �j�A;nm components of advective mass ¯ow of
component j along connection nm
(kg/s m2)

F �j�D;nm components of di�usive mass ¯ow compo-
nent j along connection nm (kg/s m2)

F �j�nm ¯ow components of mass (j� 1, 2 and 3)
(kg/s m2) or energy (j� 4) (W/m2) ¯ow
along connection nm

Fb;nm ¯ow components of mass of phase b
along connection nm (kg/s m2)

F
�j�
A advective ¯ux vector of component j

(kg/s m2)
F
�j�
D dispersive ¯ux vector of component j

(kg/s m2)
F�4� heat ¯ux vector (W/m2)
g gravitational acceleration vector (m/s2)
gnm component of the gravitational acceleration

in the direction from m to n (m/s2)

hb speci®c enthalpy of phase b (J/kg)
hj

b speci®c enthalpy of component j in phase
b (J/kg)

k absolute permeability of fractures or matrix
(m2)

Kj
d distribution coe�cient of component j

between the water (liquid) phase and rock
solids (m3/kg)

KH HenryÕs constant (Pa)
KP equilibrium partitioning coe�cient of a

component between gas and liquid phases
krb relative permeability to phase b
Kth rock thermal conductivity (W/m °C)
Mj molecular weight of component j
Mj;k�1

n accumulation terms for mass component
(j� 1, 2 and 3) (kg/ m3) or energy (j� 4)
(J/m3) of gridblock n at time level k � 1.

Mj accumulation terms for mass component
(j� 1, 2 and 3) (kg/ m3) or energy (j� 4)
(J/m3) of gridblock n, de®ned in Eqs.
(3.1.2)±(3.1.4)

n unit vector along the connection between
two gridblocks n and m

ni directional cosine of the unit vector n

(i � x; y; z)
nm two connected elements or connection of

n and m
P pressure (Pa)
P0 reference pressure (Pa)
Pc gas±water capillary pressure (Pa)
Pb pressure in phase b (Pa)
P j

g saturated partial pressure of component j
in gas (Pa)

qE source/sink or fracture±matrix exchange
terms for energy (W/m3)

qj source/sink or fracture±matrix exchange
terms for component j (kg/s m3)

qj
n source/sink or fracture±matrix exchange

terms for component j at element
n (kg/s m3)

R universal gas constant (mJ/mol K)
Rj;k�1

n residual term of mass balance of
component j (j� 1, 2 and 3) (kg/m3) and
energy (J/m3) balance (j� 4) at element n
of time level k � 1

Sb saturation of phase b in fracture and matrix
continua, respectively

Sb; f saturation of phase b in fracture
continuum

Sb;m saturation of phase b in matrix
continuum

t time (s)
Dt time step (s)
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generated a lot of interest in investigations of tracer or
radionuclide transport in a non-isothermal, multiphase
¯uid fractured geological system [3]. In particular, the
application of tracer tests, including environmental
tracers and man-made tracer injection, has become an

important technique in characterizing the fractured,
unsaturated rocks at Yucca Mountain, a potential un-
derground repository of radioactive wastes [4,36,53].

Even with the continual progress made in both
computational algorithms and computer hardware in

T formation temperature (°C)
Tn temperature at element n (°C)

Tm temperature at element m (°C)
T0 reference formation temperature (°C)
Ub internal energy of phase b (J/kg)
Us internal energy of rock solids (J/kg)
U w

g internal energy of water vapor (J/kg)
Vn volume of element n (m3)
vnm DarcyÕs velocity component (m/s)
vn;i component of DarcyÕs velocity of a phase

in the direction i (i � x; y and z) at element
n (m/s)

vp pore ¯ow velocity (m/s)
vn DarcyÕs velocity at element n (m/s)
vb DarcyÕs velocity of phase b (m/s)
vb;f DarcyÕs velocity of phase b in fractures (m/s)
vb;fm DarcyÕs velocity of phase b between

fractures and matrix or inner matrix±matrix
(m/s)

vb;m DarcyÕs velocity of phase b in matrix
(m/s)

xi generic notation for the ith primary variable
(i � 1; 2; 3 and 4)

xi; p generic notation for the ith primary variable
at Newton iteration level
p ( i � 1; 2; 3 and 4)

X t
L mass fraction of tracer in the liquid phase

X �j�n mass fraction of component j in a phase
at element n

X �j�b mass fraction of component j in phase b
rX �j� mass fraction gradient of component j

along connection nm
x; y; z three Cartesian coordinates with z being in

the vertical direction (m)

Greek symbols
aL;f longitudinal dispersivity of fractures (m)
aL;m longitudinal dispersivity of matrix (m)

aT;f transverse dispersivity of fractures (m)
afm longitudinal dispersivity along

fracture±matrix or inner matrix±matrix
connections (m)

dij Kronecker delta function (dij � 1 for i � j,
and dij � 0 for i 6� j)

/ e�ective porosity of fracture or matrix
continua

/f e�ective porosity of fracture continuum

/m e�ective porosity of matrix continuum
/0 e�ective porosity of fracture or matrix

continua at reference conditions
kj radioactive decay constant of the

tracer/radionuclide (component j� 3 only)
(sÿ1)

lb viscosity of ¯uid b (Pa s)
qb density of phase b at in situ conditions

(kg/m3)

qb; nm averaged density of phase b between
element n and m (kg/m3)

qs density of rock grains (kg/m3)

qj
g de®ned in Table 1 (kg/m3)

sf ; sm tortuosity of matrix and fractures,
respectively

xa
L mole fraction of air in liquid phase

Subscripts
f fracture
g gas phase
i index for primary variables or Cartesian

coordinates
j index for Cartesian coordinates
L liquid phase
m index of gridblocks of neighbors to n; or

total number of connected elements to
element n; or matrix

n index of gridblocks
nm between two connected gridblocks n and

m, or appropriate averaging between two
gridblocks

p Newton iteration level
r relative or rock
v volume
x; y; z x-, y-, and z-direction

b index for ¯uid phase (b�L for liquid and
g for gas)

Superscripts
a air component
E energy
k previous time step level
k � 1 current time step level
t tracer
w water component
j index for mass components (j� 1 or w for

water, 2 or a for air, and 3 or t for tracer/
radionuclide); and for energy (j� 4)
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the past few decades, simulating transport of a tracer
or radionuclide in heterogeneous fractured porous
media remains di�cult with a numerical method. It
becomes even more di�cult when dealing with tracer
transport in a multiphase and non-isothermal ¯ow
system using a general three-dimensional, irregular
grid. One of the primary problems in solving
advection±di�usion type transport equations in a
complex geological medium is how to handle the dif-
fusion/dispersion tensor in order to estimate accurately
the dispersive terms of mass transport with including
fracture±matrix interactions. Numerical modeling ap-
proaches in the literature generally use schemes that
are based on regular grids and a partially implemented
dispersion tensor. In most cases, these methods can
handle only the transport problem under single-phase
¯ow conditions. Very few studies have been conducted
for modeling solute transport using a regular or ir-
regular three-dimensional grid in multiphase, complex
fractured geological systems with full implementation
of the dispersion tensor [48].

Most numerical modeling approaches for solute
transport in the literature [17,18,28] use numerical
schemes that are based on regular grids with ®nite-
element or ®nite-di�erence spatial discretization. For
multiphase, non-isothermal ¯ow and transport, a
number of numerical models have been developed
[5,6,9,12,23±25,27,40,52]. In addition, reactive trans-
port of multi-species or radionuclides in a multiphase
system has also been included in several models and
studies [20,42,52]. However, these developed method-
ologies are most limited either to isothermal single-
phase or to single-continuum medium conditions with
regular grids. When dealing with non-isothermal,
multiphase transport in fractured rocks, hydrodynamic
dispersion e�ects are generally ignored [5,6,52]. Few
investigations have addressed issues related to using
fully-implemented dispersion tensors to modeling ¯ow
and transport processes in fractured rocks.

We have developed a new numerical method for
modeling tracer or radionuclide transport in a non-iso-
thermal multiphase system through heterogeneous
fractured rocks. The model formulation incorporates a
full hydrodynamic dispersion tensor, based on three-
dimensional velocity ®elds using a regular or irregular
grid in a heterogeneous geological system. Two di�erent
weighting schemes are presented for spatial interpola-
tion of three-dimensional velocity ®elds and concentra-
tion gradients to evaluate the mass ¯ux by dispersion
and di�usion of a tracer or radionuclide. The proposed
model formulation is applicable to both single-porosity
porous media and fractured rocks. For transport in a
fractured medium, fracture±matrix interactions are
handled using a dual-continua approach, such as double-
or multiple-porosity, or dual-permeability. This new
method has been implemented into a multidimensional

numerical code to simulate processes of tracer/radionu-
clide transport in non-isothermal, three-dimensional,
multiphase, porous/fractured subsurface systems, using a
regular or irregular, integral ®nite-di�erence grid.

In this paper, we discuss the model formulation, a
complete set of constitutive relations, and the numerical
schemes implemented. We give several examples in an
e�ort to verify this new transport-modeling approach by
comparing its results from analytical solutions, pub-
lished laboratory tests, and other modeling approaches.
Finally, two examples of ®eld applications are presented
to demonstrate the use of the proposed methodology
for modeling transport in unsaturated fractured rocks.

2. Model formulation

The multiphase system under study consists of two
phases, liquid (water) and gas, and they in turn consist
of three mass components: air, water, and tracer (or
radionuclide). Although both air and water are com-
posed of several chemical components, they are here
treated as single ``pseudo-components'' with averaged
properties. To derive governing equations of ¯uid and
heat ¯ow, as well as tracer transport in the two-phase,
three-component, non-isothermal system using a dual-
continua conceptual model, we assume that a continu-
um approach is applied to both fractures and matrix,
respectively, within a representative elementary volume
(REV) in a fractured porous formation. Each REV
contains enough fractures and matrix for such a con-
tinuum representation. The condition of local thermo-
dynamic equilibrium is assumed so that temperatures,
phase pressures, densities, viscosities, enthalpies, and
component concentrations in either fractures or matrix
domains are the same locally at any REV of the for-
mation at any time. DarcyÕs law is used to describe ¯ow
of each ¯uid phase. A tracer is transported by advection
and di�usion/dispersion, and heat is transferred by
convection and conduction mechanisms. In addition,
®rst-order decay is taken into account for the tracer and
adsorption of a tracer on rock matrix and/or fractures is
described by an equilibrium isotherm with a constant
distribution coe�cient.

2.1. Governing equations

In a dual-continua approach, processes of ¯ow and
transport in fractured rocks are described separately
using a pair of governing equations for the fracture
and matrix systems. This conceptualization results in a
set of partial di�erential equations in the dual-con-
tinua formulation for ¯ow and transport in fractured
media, which are in the same form as that for a
single-continuum porous medium [12,27,49].
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The transport equation of each component j within
the fracture or matrix continuum of a REV can be
written as follows:

o
ot

/
X

b

qbSbX j
b

� �(
� �1ÿ /�qsqLX j

L Kj
d

)

� kj /
X

b

qbSbX j
b

� �(
� �1ÿ /�qsqLX j

L Kj
d

)

� ÿ
X

b

r � qbX j
b vb

� �
�
X

b

r � qbDj
b � rX j

b

� �
� qj

�2:1:1�
and the energy conservation equation is

o
ot

X
b

/qbSbUb

ÿ �(
� �1ÿ /�qsUs

)
� ÿ

X
b

r � hbqbvb

ÿ ��X
b

X
j

r � qbhj
bDj

b � rX j
b

� �
�r � KthrT� � � qE; �2:1:2�

where subscript b is an index for ¯uid phase (b�L for
liquid, and g for gas); j an index for components (j� 1
or w for water, 2 or a for air, and 3 or t for tracer/
radionuclide); qj and qE are source/sink or fracture±
matrix exchange terms for component j and energy,

respectively; and the rest of symbols and notations, in
Eqs. (2.1.1) and (2.1.2) and those below, are de®ned in
the table of Notation.

In Eqs. (2.1.1) and (2.1.2), vb is the DarcyÕs velocity of
phase b, de®ned as

vb � ÿ kkrb

lb

�rPb ÿ qbg� �2:1:3�

for ¯uid ¯ow of phase b of fracture and matrix continua,
respectively.

2.2. Constitutive relations

The governing equations (2.1.1) and (2.1.2), mass and
energy balance for ¯uids, heat and tracer, need to be
supplemented with constitutive equations, which express
all secondary variables and parameters as functions of a
set of primary thermodynamic variables selected. For
simpli®cation in applications, it is assumed in the cur-
rent model that the e�ects of tracer or radionuclide on
thermodynamic properties of liquid and gas are negli-
gible. In situations where a tracer or radionuclide is
slightly soluble in liquid and/or in gas phase, such as in
most laboratory and ®eld tracer tests or radionuclide
transport, this assumption provides very good approx-
imations. Table 1 lists a complete set of the constitutive
relationships used to complete the description of

Table 1

Constitutive relations and functional dependence

De®nition of relations Function

Fluid saturation SL � Sg � 1

Mass fraction X 1
b � X 2

b � X 3
b � 1

Capillary pressure PL � Pg ÿ Pc�SL�
Relative permeability krb � krb�SL�
Liquid density qL � qL�P ; T �
Gas density qg � qa

g � qw
g with qa

g �
P a

g Ma

RT ; qw
g �

P w
g Mw

RT ; and P a
g � Pg ÿ P w

g

Fluid viscosity lb � lb�P ; T �
HenryÕs law xa

L � P a
g =KH

Air mass fraction in liquid phase X a
L � xa

L
Ma

xa
L

Ma��1ÿxa
L
�Mw

Air mass fraction in gas phase X a
g � qa

g=qg

Equilibrium partitioning X t
g � KPX t

L

Partitioning coe�cient KP � KP�P ; T �
Speci®c enthalpy of liquid water hL � UL � PL=qL

Speci®c enthalpies of air ha
g � CvaT � P a

g =q
a
g

Speci®c enthalpies of water vapor hw
g � U w

g � P w
g =q

w
g

Gas phase speci®c enthalpy hg � X a
g ha

g � X w
g hw

g

Thermal conductivity of the media Kth � Kth�SL�
Porosity / � /0�1� Cr�P ÿ P 0� ÿ CT �T ÿ T 0��
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multiphase ¯ow and tracer transport through fractured
porous media in this study.

2.3. Hydrodynamic dispersion tensor

Under the conceptualization of a dual-continua ap-
proach, three types of ¯ow need to be considered in
evaluating dispersion coe�cients. They are:
1. global fracture±fracture ¯ow,
2. global matrix±matrix ¯ow, and
3. local fracture±matrix or matrix±matrix interaction.
We assume that hydrodynamic dispersion associated
with global ¯ow through fracture or matrix systems is
described by a general dispersion model [35] for fracture
and matrix systems separately. For transport in frac-
tures

Db;f � aT;f jvb;f jdij � �aL;f ÿ aT;f� vb;fvb;f

jvb;f j
� /fSb;fsfdfdij �2:3:1�

for transport in matrix

Db;m � aT;mjvb;mjdij � �aL;m ÿ aT;m� vb;mvb;m

jvb;mj
� /mSb;msmdmdij: �2:3:2�

If global matrix±matrix ¯ow and transport are taken
into account, e.g., in a dual-permeability conceptual-
ization.

For di�usive transport processes between fractures
and matrix or inside matrix, we introduce a new relation

Db;fm � afmjvb;fmj � /mSb;msmdm: �2:3:3�
In Eqs. (2.3.1)±(2.3.3), Db;f , Db;m, and Db;fm are com-

bined di�usion±dispersion tensors for transport through
fractures, matrix, and between fractures and matrix or
inside matrix, repectively; aT;f , aT;m, aL;f , and aL;m are
transverse and longitudinal dispersivities, respectively,
of fractures and matrix; and afm is longitudinal disper-
sivity along fracture±matrix or inner matrix±matrix
connections.

3. Numerical scheme

3.1. Discrete equations

The numerical implementation of the tracer transport
model discussed above is based on the framework of the
TOUGH2 code [29,30] and the model formulation has
been incorporated into a general purpose, two-phase
¯uid and heat ¯ow, tracer-transport reservoir simulator,
T2R3D [47,48]. The component mass and energy bal-
ance Eqs. (2.1.1) and (2.1.2) are discretized in space
using the integral ®nite-di�erence method [22] in a po-
rous and/or fractured medium. The discretization and
de®nition of the geometric variables are illustrated in

Fig. 1. The time discretization is carried out with a
backward, ®rst-order, ®nite-di�erence scheme. The dis-
crete non-linear equations for water, air, tracer/
radionuclide, and heat at gridblock n can be written as
follows [49]:

Rj;k�1
n � Mj;k�1

n �1� kjDt�

ÿMj;k
n ÿ

Dt
Vn

X
m

AnmF �j�;k�1
nm

ÿ �(
� Vnqj;k�1

n

)
�j � 1; 2; 3; and 4�; �3:1:1�

where superscript j is an equation index, and
j � 1; 2; 3, and 4 denote water, air, tracer/radionuclide
and heat equations, respectively; superscript k denotes
the previous time level; k � 1 the current time level; Vn

the volume of element n (matrix or fractured block); Dt
is time step size; m is a neighbor element, to which ele-
ment n is directly connected. Subscripts n and nm de-
note element n and connection between elements n and
m. M is a volume-normalized extensive quantity, or
accumulation term of mass or energy; and Mn is the
average value of M over element volume, Vn; Fnm is the
average value of the (inward) normal component mass
or heat ¯uxes, over the surface segment area, Anm, be-
tween volume elements Vn and Vm. The decay constants,
kj, are 0 unless j� 3 for a decaying tracer/radionuclide
component.

The accumulation terms for water and air compo-
nents in (3.1.1) are evaluated as

Mj �
X

b

/SbqbX j
b

� �
�j � 1 and 2� �3:1:2�

for tracer (j� 3),

M3 �
X

b

/SbqbX 3
b

� �
� �1ÿ /�qsqLX 3

LK3
d �3:1:3�

and for thermal energy (j� 4),

M4 �
X

b

�/qbSbUb� � �1ÿ /�qsUs: �3:1:4�

The discretized ¯uxes are expressed in terms of
parameters averaged between elements Vn and Vm. The
net mass ¯ux of di�usion and dispersion of a component
along the connection of elements Vn and Vm is deter-
mined by

Fig. 1. Space discretization and geometry data in the integral ®nite-

di�erence method [29].
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F �j�nm � n � F
�j�
D

�
� F

�j�
A

�
�j � 1; 2 and 3�; �3:1:5�

where n is the unit vector at the connection between the
two blocks of n and m along connection nm, with a
component ni (i � x; y; z), or directional cosines, in the x-,
y-, or z- direction, respectively; F

�j�
D and F

�j�
A are dispersive

and advective ¯ux vectors, respectively, with

F
�j�
D � ÿ

X
b

qbDj
b � rX j

b

� �
�3:1:6�

and

F
�j�
A �

X
b

X �j�b qbvb

� �
: �3:1:7�

The heat ¯ux vector is given by

F�4� �
X

b

�hbqbvb� ÿ
X

b

X
j

qbhj
bDj

b � rX j
b

� �
ÿr � �KthrT �: �3:1:8�

Evaluation of components of the dispersive and ad-
vective ¯ux vectors along the connection nm will be
discussed in Sections 3.2 and 3.3.

Newton iteration is used to solve the non-linear,
discrete Eq. (3.1.1), leading to a set of linear equations
for the increments (xi;p�1 ÿ xi;p):X

i

oRj;k�1
n

oxi

� �
p

�xi;p�1 ÿ xi;p� � ÿRj;k�1
n �xi;p�

�i; j � 1; 2; 3; 4 and n � 1; 2; 3; . . . ;N�; �3:1:9�
where p is a Newton iteration index. In setting up
(3.1.9), all terms in the Jacobian matrix are evaluated by
numerical di�erentiation; xi the ith primary variables
selected; and N is the total number of elements in the
grid. Eq. (3.1.9) represents a system of 4� N linearized
equations, which is solved by an iterative sparse matrix
solver [13]. Iteration is continued until the residuals
Rj;k�1

n are reduced below a preset convergence tolerance.
We have developed several modules of the tracer-

transport model, including a fully coupled formulation
for liquid tracer and gas tracer transport coupled with
¯uid and heat ¯ow, and a decoupled module, in which
the ¯uid ¯ow and temperature ®elds are predetermined
and used as input parameters for transport calculations.

The decoupled module is speci®cally designed for a sit-
uation in which ¯uid and temperature ®elds are at
steady-state and can be predetermined by ¯ow simula-
tions only for ¯uids and heat. For the fully coupled
formulation, there are four equations or four primary
variables to be solved per gridblock and there is only
one equation or one primary variable for the decoupled
scheme.

For coupled or decoupled modules, the same form of
equations, Eq. (3.1.9), need to be solved and for both
cases the Newton iteration scheme is used. As in the
TOUGH2 code [29], using an unstructured grid is in-
herent for the current model, i.e., the model always
handles regular or irregular grids as unstructured grids.
Therefore, the sparse matrix structure of the Jacobian is
determined solely by the information on connections of
a grid, supplied to the code, which is treated completely
independent of regularity of a grid. In general, a variable
switching scheme is needed in order to be able to eval-
uate residual terms each iteration using primary vari-
ables under various ¯uid conditions in assembly of the
Jacobian matrix for a Newton. The selection of primary
variables depend on the phase conditions, as well as
whether a liquid or gas tracer is studied. The variable
switching procedure a�ects the updating for secondary-
dependent variables but does not a�ect the equation
setup, because the equations are still mass- and energy-
conservation equations for each block. Table 2 lists the
selection of the primary variables used for evaluating the
Jacobian matrix and residuals of the linear equation
system and to be solved during iteration.

3.2. Dispersion tensor and di�usive ¯ux

One of the key issues in developing the current tracer-
transport model is how to implement the general, three-
dimensional dispersion tensor of (2.3.1)±(2.3.3) using a
regular or irregular grid, with the integral ®nite-di�er-
ence discretization. We have to deal with the two
problems:
1. how to average velocity ®elds for estimating a full dis-

persion tensor, and
2. how to determine the vector of concentration gradi-

ents.

Table 2

Choice and switching of primary variables

Module Phase Primary variables

x1 x2 x3
a x4

Liquid tracer Gas tracer

Fully

coupled

Two-phase water and gas Pg Sg � 10 X t
L X t

g T

Single-phase water PL X a
L X t

L X t
L T

Single-phase gas Pg X a
g X t

g X t
g T

Decoupled Two-phase or single-phase water X t
L

a Dependent on whether a liquid or gas tracer is simulated.
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The following two new schemes are proposed and used
in this study.

3.2.1. Velocity averaging scheme
To evaluate a full dispersion tensor, using Eqs.

(2.3.1)±(2.3.3), what we need ®rst is to estimate a ve-
locity vector with respect to the global coordinates se-
lected. When using a conventional ®nite-di�erence or
®nite-element discretization with irregular grids, how-
ever, only velocities, which are well de®ned at each
Newton iteration or time step, are those relative to the
local coordinates, for each gridblock, are to be used
along connection lines between a block and its neigh-
bors. Therefore, we need to convert local velocities
along connections in the local coordinate system (Fig. 1)
to a velocity vector, vn, in the system of global coordi-
nates �x; y; z� at the block center for each block (n) of
the grid. The averaging or weighting scheme used is a
physically based method, called ``projected area
weighting method'' [48,49]. In this method a global
fracture or matrix velocity component, vn; i, of the vector
vn at the center of gridblock n is determined by the
vectorial summation of the components of all local
connection vectors in the same direction, weighted by
the projected area in that direction as

vn;i �
P

m�Anmjnij��vnmni�P
m�Anmjnij� �i � x; y; z�; �3:2:1�

where m is the total number of connections between
element Vn and all its neighboring elements Vm; and vnm

is the DarcyÕs velocity along connection nm in the local
coordinate system. In this equation, the term �Anmjnij� is
the projected area of the interface Anm on to direction i
of the global coordinate system, and �vnm ni� gives the
velocity component in direction i of the global coordi-
nate system. Also, it should be mentioned that the ab-
solute value for the directional cosines, ni, is used for
evaluating the projected area in Eq. (3.2.1), because only
the positive areal values are needed in the weighting
scheme.

Physically, ¯ow along a connection of two gridblocks
may be regarded as an individual velocity vector and can
always be decomposed uniquely into three components
along three orthogonal directions �x; y; z� in the global
coordinates. To obtain a velocity vector at a gridblock
center in the global coordinate system, one need to add
all components of ¯ow along every connection into and
from the block, i.e., include all contributions to the same
directions, projected from all connections to the block.
In addition, a proper weighting scheme over velocity
components from di�erent connections is needed to
account for the fact that a resultant velocity would be
doubled, without weighting, when adding in¯ow and
out¯ow vectors together under steady-state conditions.
These arguments form the basis of Eq. (3.2.1). It is easy
to show that a one-dimensional steady-state ¯ow ®eld in

a three-dimensional domain is preserved exactly by Eq.
(3.2.1), if a regular, cube-type grid is used with the one-
dimensional ¯ow direction being in coincident with a
coordinate direction. In addition, the projected area-
weighting scheme enforces the condition that ¯ow
crossing a larger connection area has more weight in the
resultant velocity vector.

Once a velocity ®eld is determined at each block
center, we use a spatially harmonic weighting scheme to
evaluate a velocity vector at the interfaces between ele-
ment blocks, as illustrated in Fig. 2. In this ®gure, vm

and vn are the ¯uid velocities at the center of each block,
whereas v is the velocity of the ¯uid at the interface
between blocks Vn and Vm. The positive direction of n is
de®ned as the direction from the block center of Vm

toward the block center of Vn, as shown in Fig. 2.
The velocity vector v at the interface of elements n

and m is evaluated by harmonic weighting by the dis-
tances to the interface, using the velocities at the block
centers of the two elements,

Dn � Dm

vi
� Dn

vn;i
� Dm

vm;i
�i � x; y; z� �3:2:2�

for its component vi. Harmonic weighting is used be-
cause it preserves total transit time for solute transport
along the connection.

3.2.2. Concentration gradient averaging scheme
The concentration or mass fraction gradient of the

tracer/radionuclide is evaluated at the interface between
gridblocks n and m as

rX �j� � nxDX �j�nm ; nyDX �j�nm ; nzDX �j�nm

ÿ � �3:2:3�
with

DX �j�nm �
X �j�m ÿ X �j�n

Dm � Dn

: �3:2:4�

Eq. (3.2.3) will be used to calculate the total di�usive
and dispersive mass ¯ux of a tracer/radionuclide along
the connection of the two elements.

Fig. 2. Schematic of spatial averaging scheme for velocity ®elds in the

integral ®nite di�erence method.
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We have experimented with some other weighting
schemes for averaging concentration gradients, such as
using a fully three-dimensional vector, obtained simi-
larly to averaging velocities discussed above. Numerical
tests and comparisons with analytical solutions in mul-
tidimensional transport simulations indicate that use of
Eqs. (3.2.3) and (3.2.4) gives the most accurate results.

3.2.3. Dispersive ¯ux
The velocity v or vb, determined by Eqs. (3.2.1) and

(3.2.2), is used in Eqs. (2.3.1) and (2.3.2) to evaluate the
dispersion tensor of fractures or matrix, respectively,
along the connection of the two elements. For transport
between fractures and matrix, or inside matrix, the ¯ow
is usually approximated as one-dimensional linear,
radial, or spherical, and the local velocities can be
used directly in Eq. (2.3.3) to calculate the dispersion
coe�cients.

The net mass dispersive ¯ux of di�usion and disper-
sion of a tracer/radionuclide along the connection of
elements Vn and Vm is then determined by

F �j�D;nm � n � F�j�D � ÿn � qbDj
b � rX �j�b

j k
: �3:2:5�

This di�usive ¯ux is substituted into Eqs. (3.1.6) and
(3.1.5) and then (3.1.1). It should be mentioned that Eq.
(3.2.5) incorporates all contributions of both diagonal
and o�-diagonal terms, contributed by a full dispersion
tensor, to dispersive ¯uxes and no negligence or ap-
proximation is made to any terms.

In calculating dispersive ¯uxes along a connection to
a gridblock using Eq. (3.2.5), the vector of mass fraction
gradients should be evaluated at every Newton iteration.
However, the averaged velocity ®eld for estimating the
dispersion tensor may be updated at a time step level
instead of an iteration level to save simulation time. This
is equivalent to using an explicit scheme for handling
dispersion coe�cients, i.e., estimating dispersion coef-
®cients using velocities at the beginning rather than at
the end of a time step, as required by a full implicit
method. A series of numerical tests indicate that this
method is e�cient and accurate, and no numerical dif-
®culties have been encountered.

3.3. Advective ¯uid ¯ux and heat ¯ow

The mass ¯uxes of phase b along the connection nm is
given by a discrete version of DarcyÕs law

Fb;nm � qbvb

� ÿ knm

krbqb

lb

� �
nm

Pb;m ÿ Pb;n

Dnm

�(
ÿqb;nmgnm

�)
;

�3:3:1�
where the subscripts (nm) denote a suitable averaging at
the interface between gridblocks n and m (interpolation,

harmonic weighting, upstream weighting, etc.). Dnm the
distance between the nodal points n and m, and gnm is
the component of gravitational acceleration in the di-
rection from m to n. Then the advective ¯ux of com-
ponent j of Eq. (3.1.7) is

F �j�A;nm �
X

b

X k
b

� �
nm

Fb;nm: �3:3:2�

The total heat ¯ux along the connection nm includes
advective, di�usive, and conductive terms and is evalu-
ated by

F�4�nm �
X

b

��hb�nmFb;nm� ÿ
X

b

X
j

hj
b

� �
nm

F j
D;nm

n o
ÿ �Kth�nm

Tm ÿ Tn

Dnm

� �
: �3:3:3�

It should be mentioned that only dispersive heat ¯uxes
in the gas phase are included in the calculation, and they
are ignored in the liquid phase.

Eqs. (3.2.5)±(3.3.3) are proposed to evaluate disper-
sive/advective mass transport and heat transfer terms for
(3.1.1). In general they can be applied not only to global
fracture±fracture or matrix±matrix connections between
neighboring gridblocks, but also to determining frac-
ture±matrix exchange terms, qj and qE, for component
j and energy, respectively. When used for fracture±
matrix interactions, a proper weighting scheme for ¯ow,
transport and heat transfer properties is needed (see
Sections 3.4 and 3.6 below).

3.4. Fractured media

The technique used in the current model for handling
¯ow and transport through fractured rock follows the
dual-continua methodology [29,31,43]. The method
treats fracture and rock matrix ¯ow and interactions
using a multicontinua numerical approach, including
the double- or multiporosity method [51]; the dual-per-
meability method; and the more general ``multiple-in-
teracting continua'' (MINC) method [31].

The classical double-porosity concept for modeling
¯ow in fractured, porous media was developed by
Warren and Root [43]. In this method, a ¯ow domain is
composed of matrix blocks of low permeability, em-
bedded in a network of interconnected fractures. Global
¯ow and transport in the formation occurs only through
the fracture system, which is described as an e�ective
porous continuum. The matrix behaves as spatially
distributed sinks or sources to the fracture system
without accounting for global matrix±matrix ¯ow. The
double-porosity model accounts for fracture±matrix in-
ter¯ow, based on a quasi-steady-state assumption.

The more rigorous method of MINC [31,33] describes
gradients of pressures, temperatures and concentrations
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between fractures and matrix by appropriate subgrid-
ding of the matrix blocks. This approach provides a
better approximation for transient fracture±matrix in-
teractions than using the quasi-steady-state ¯ow as-
sumption of the Warren and Root model. The basic
concept of MINC is based on the assumption that
changes in ¯uid pressures, temperatures and concen-
trations will propagate rapidly through the fracture
system, while only slowly invading the tight matrix
blocks. Therefore, changes in matrix conditions will be
controlled locally by the distance to the fractures. Fluid
¯ow and transport from the fractures into the matrix
blocks can then be modeled by means of one- or mul-
tidimensional strings of nested gridblocks. In general,
matrix±matrix connections can also be described by the
MINC methodology.

As a special case of the MINC concept, the dual-
permeability model considers global ¯ow occurring not
only between fractures but also between matrix grid-
blocks. In this approach, fracture and matrix are each
represented by one gridblock, and they are connected to
each other. Because of the one-block representation of
fractures or matrix, the inter¯ow between fractures and
matrix has to be handled using some quasi-steady-state
¯ow assumption, as used with the Warren and Root
model. Also, because the matrix is approximated using a
single gridblock, accuracy in evaluating gradients of
pressures, capillary pressures, temperatures and con-
centrations within matrix may be limited. Under steady-
state ¯ow conditions, however, the gradients near the
matrix surfaces become minimal, and the model is ex-
pected to produce accurate solutions.

The model formulation of this work, as discussed
above, is applicable to both single-continuum and
multicontinua media. When handling ¯ow and transport
through a fractured rock, a large portion of the work
consists of generating a mesh that represents both
fracture and matrix system. This fracture±matrix mesh is
usually based on a primary, single-porous medium
mesh, which is generated using only geometric infor-
mation of the formation. Within a certain reservoir
subdomain (corresponding to one ®nite-di�erence grid-
block of the primary mesh), all fractures will be lumped
into fractured continuum #1. All matrix material within
a certain distance from the fractures will be lumped into
one or several di�erent matrix continua, as required by
the double-porosity, dual-permeability, or MINC ap-
proximations. Several matrix subgridding schemes exist
for designing di�erent meshes for di�erent fracture±
matrix conceptual models [32].

Once a proper mesh of a fracture±matrix system is
generated, fracture and matrix blocks are speci®ed to
represent fracture or matrix domains, separately. For-
mally they are treated exactly the same during the
solution in the model. However, physically consistent
fracture and matrix properties and modeling conditions

must be appropriately speci®ed for fracture and matrix
systems, respectively.

3.5. Initial and boundary conditions

The initial status of a reservoir system needs to be
speci®ed by assigning a complete set of primary ther-
modynamic variables to each gridblock. A commonly
used procedure for specifying a capillary-gravity equi-
librium, tracer-free initial condition is using a restart
option, in which a complete set of initial conditions is
produced in a previous simulation with proper bound-
ary conditions described.

First-type or Dirichlet boundary conditions denote
constant or time-dependent phase pressure, saturation,
temperature and concentration conditions. These types
of boundary conditions can be treated using the big-
volume method, in which a constant pressure/saturation
node is speci®ed with a huge volume while keeping all
the other geometric properties of the mesh unchanged.
However, caution should be taken on:
1. identifying phase conditions when specifying the ``ini-

tial condition'' for the big-volume boundary node,
and

2. distinguishing upstream/injection from downstream/
production nodes.

For a downstream node, di�usion and dispersion coef-
®cients could be set to 0 to turn o� unphysical di�usive
¯uxes, which may occur as a result of large concentra-
tion gradients. Once speci®ed, primary variables will be
®xed at the big-volume boundary nodes, and the code
handles these boundary nodes exactly like any other
computational nodes.

Flux-type or Neuman boundary conditions are
treated as sink/source terms, depending on the pumping
(production) or injection condition, which can be di-
rectly added to Eq. (3.1.1). This treatment of ¯ux-type
boundary conditions is especially useful for a situation
where ¯ux distribution along the boundary is known,
such as dealing with surface in®ltration. This method
may also be used for an injection or pumping well
connected to a single gridblock without injection or
pumping pressures to be estimated. More general
treatment of multilayered well boundary conditions is
discussed in [46].

3.6. Weighting scheme

The proper spatial weighting scheme for averaging
¯ow and transport properties in a highly heterogeneous
formation is much debated in the literature. Tradition-
ally in the petroleum literature, upstream weighting is
used for relative permeabilities and harmonic weighting
is used for absolute permeabilities in handling multi-
phase ¯ow in heterogeneous porous media [1]. This
technique works reasonably well for cases of multiphase
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¯ow as long as the contrasts in ¯ow properties of ad-
jacent formation layers are not very large, such as in
single-porosity oil reservoirs. For simulating multiphase
¯ow in for highly heterogeneous fractured porous me-
dia, this traditional harmonic weighting scheme for ab-
solute permeabilities may not applicable [39].

Selection of a weighting scheme becomes more
critical when dealing with the coupled processes of
multiphase ¯ow, tracer transport, and heat transfer in
a fractured medium, because often fracture and matrix
characteristics greatly di�er, with many orders of
magnitude contrast of ¯ow and transport properties,
such as permeability and dispersivity. In recent years,
more attention has been paid to weighting methods of
¯ow and transport properties in the community of
groundwater and unsaturated zone modeling. It
has been found that upstream weighted relative
permeability will result not only in physically consis-
tent solutions, but also mathematical unconditional
monotone, total variation diminishing conditions [11]
for modeling unsaturated ¯ow using a ®nite-volume
discretization, such as the integral ®nite-di�erence
approach used in this study. Other weighting schemes,
such as central weightings, may converge to the in-
correct, unphysical solution [10].

In addition to the weighting scheme for evaluating
multiphase ¯ow, we also need to select proper weighting
techniques for calculating dispersive and advective
transport, as well as heat ¯ow. Recent work has shown
that using high-order di�erencing or ¯ux limiter schemes
is very promising and e�cient in reducing numerical
dispersion e�ects [9,23] in a dissolved solute plume. For
dispersive ¯ux, certain averaging of di�usion±dispersion
coe�cients is also needed to resolve di�usive ¯ux across
gridblocks with step-change phase saturations. For ex-
ample, a harmonic-weighted phase saturation is used as
a weighting function for di�usion coe�cients [12].

We have examined and tested various weighting
schemes for ¯uid/heat ¯ow and tracer transport through
fractured rocks, and have found that there are no gen-
erally applicable weighting schemes that can be used to
all problems. Selection of proper weighting schemes is in
general problem or speci®c system-dependent. The
weighting schemes used are:
1. upstream weighting for relative permeability for any

connections;
2. harmonic or upstream weighting for absolute per-

meabilities for global fracture or matrix ¯ow;
3. using matrix absolute permeability, thermal conduc-

tivity, molecular di�usion coe�cients for fracture±
matrix interactions;

4. phase saturation-based weighting functions for deter-
mining di�usion coe�cients;

5. upstream weighted enthalpies for advective heat ¯ow;
6. central weighted scheme for thermal conductivities of

global heat conduction.

4. Veri®cation and validation examples

Three examples are given in this section to provide
veri®cation of the numerical schemes of this work in
handling transport in a multidimensional domain with
hydrodynamic dispersion and molecular di�usion ef-
fects. Analytical solutions, laboratory results, and a
particle-tracking scheme are used for the comparisons.
The sample problems include:
· Tracer transport in a parallel-fracture system.
· Laboratory investigation of tracer transport through

strati®ed porous media.
· Three-dimensional tracer transport using an unstruc-

tured grid.

4.1. Transport in a parallel-fracture system

This problem is used to verify the new scheme for
estimating dispersion tensors in fractured porous rocks
using a dual-continua approach. An analytical solution
for contaminant transport through parallel fractures is
available in the literature [38] to examine numerical
solutions. The test problem concerns a two-dimensional,
parallel-fracture system, with a saturated fracture±ma-
trix unit of 10 m length, as illustrated in Fig. 3. The
aperture of the fracture is 10ÿ4 m, fracture spacing is 0.1
m, and the ¯ow ®eld is at steady-state with 0.1 m/day
velocity along the fracture. A radionuclide is introduced
at the inlet (x� 0) with a constant concentration, and
transport occurs by advection, hydrodynamic disper-
sion, molecular di�usion, and decay.

The numerical solution of this problem is performed
by the decoupled version of the model. In both ¯ow and
transport simulations, a one-dimensional, uniform lin-
ear grid of 100 elements was generated along the frac-
ture, and a MINC mesh was made with nine
subdivisions (one fracture element corresponding to
eight matrix elements, laterally connecting to the frac-
ture elements). The rest of the properties used in the
comparison are listed in Table 3.

Fig. 3. Schematic of a parallel fracture-matrix system and modeled

domain.
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A comparison of the normalized radionuclide con-
centrations along the fracture from the numerical solu-
tion and the analytical solution is shown in Fig. 4 for
t� 10, 100, 300 and 500 days, respectively. The ®gure
indicates that the simulated concentration pro®les in
fractures are in excellent agreement with the analytical
solution in all cases.

4.2. Comparison with laboratory testing results

Sudicky et al. [37] presented an experimental inves-
tigation on the migration of a non-reactive solute in
layered porous media under controlled laboratory con-
ditions by injecting a tracer into a thin sand layer
bounded by silt layers. This strati®ed, heterogeneous
aquifer model can be conceptualized as a dual-continua

medium with the highly permeable sand layer as ``frac-
ture'' and the silt portion as ``matrix'', because a four-
order-of-magnitude di�erence exists in permeabilities of
the two media. We use their experimental results to
benchmark our numerical scheme in handling solute
transport through fractured rocks.

The laboratory model consists of a plexiglass box
with internal dimensions of 1.0 m in length, 0.2 m in
thickness, 0.1 m in width (a third dimension), as shown
in Fig. 5. A layer of sand 0.03 m thick is situated be-
tween two layers of silt, each 0.085 m thick. The in¯uent
and e�uent end caps, through which the displacing
liquid containing a chloride tracer enters and leaves the
sand layer, are screened over the sand layer only. A
sodium chloride solution containing 100 mg/l Clÿ was
used as the liquid tracer. Two breakthrough experiments
were performed with di�erent ¯ow velocities in the sand

Fig. 4. Comparison of the normalized radionuclide concentrations along the fracture, simulated using numerical and analytical solutions.

Table 3

Parameters used in the transport problem in a parallel fracture system

Fracture spacing D � 0:1 m

Fracture aperture b � 1:0� 10ÿ4 m

Fracture porosity /f � 1.0

Matrix porosity /m� 0.1

Molecular di�usion coe�cient Dm � 1:0� 10ÿ10 m2=s

Fracture longitudinal, transverse dispersivity aL;f � 0:1 m; aT;f � 0:0

Matrix longitudinal, transverse dispersivity aL;m � 0:0; aT;m � 0:0

Fracture±matrix dispersivity afm� 0.0

Fracture, matrix tortuosities sf � 1; sm � 1

Fracture pore velocity vp;f � 0:1 m=day

Temperature T� 25°C

Downstream pressure PL � 1:0� 105 Pa

Source concentration Cradionuclide � 1:0
Grid spacing Dx � Dy � 0:1 m

Distribution coe�cient in fractures Kd;f � 0:0

Distribution coe�cient in matrix Kd;f � 6:313� 10ÿ6 m3=kg

Radioactive decay constant k � 8:0� 10ÿ9 sÿ1
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and di�erent solute source conditions. Here we select the
second, higher pore-velocity test, in which the pore
velocity through the sand was kept at 0.5 m/day for 7
days, and then the in¯uent solution was switched to a
tracer-free solution under the ambient temperature
25°C.

This test is analyzed using a dual-continua approach
in an e�ort to examine the numerical scheme for
handling transport processes through fractured porous
media with molecular di�usion, hydrodynamic disper-
sion, and advection. Due to the symmetry, only half of
the two-dimensional model domain is discretized into a
MINC grid, with a plan view of 1.0 m long and 0.1
(0.085 + 0.03/2) m wide. Along the fracture (sand layer),
a one-dimensional, uniform linear grid of 200 elements
was generated with Dx� 0.005 m, and a MINC mesh
was made with 11 subdivisions (one fracture element
with 10 matrix elements) for the 0.085 m thick matrix
(silt layer), laterally connecting to the fracture elements.
The rest of the properties used in the analysis are listed
in Table 4. The input data of Table 4 are taken from
those used by Sudicky et al. [37], except a non-zero
matrix longitudinal dispersivity (aL;m� 0.001 m) and
tortuosity values. The tortuosities are treated as cali-
bration parameters.

We have performed a series of sensitivity analyses to
the transport properties, as estimated by Sudicky et al.
[37] and have found that the transport behavior of this
experiment is controlled mainly by the matrix di�usion
process during the entire breakthrough period. There-

fore the combined matrix dispersion coe�cients (2.3.2)
and (2.3.3) is the most sensitive parameter to be cali-
brated for the problem. Since the dispersivities are ®xed,
we adjust only tortuosities for a better match, with the
results given in Table 4. Fig. 6 shows the comparison
between the laboratory and simulated breakthrough
curves. The solid curve presents the numerical result
using the parameters of Table 4, which matches the
experimental results (triangles) reasonably well. How-
ever, this numerical solution cannot ®t very well early
breakthrough, at about 2 days, or the peak value, at
about 9 days. A further examination of the parameters
estimated in the test indicates that no measurement of
sand porosity was made in the laboratory study, and it
was assumed to be 0.33. The estimated pore velocity was
therefore based on this assumed porosity value and may
not be accurate. In their experiment, Sudicky et al.
measured only the total volumetric ¯ow rate, which was
used in their analysis and canceled errors resulting from

Fig. 5. Laboratory model [37] and modeled domain.

Table 4

Parameters used in comparison with the laboratory testing results

Fracture aperture (sand layer thickness) b� 0.03 m

Fracture (sand) porosity /f � 0:33

Matrix (silt) porosity /m � 0:36

Fracture (sand) permeability kf � 2:11� 10ÿ11 m2

Matrix (silt) permeability km � 5:51� 10ÿ15 m2

Molecular di�usion coe�cient Dm � 1:21� 10ÿ9 m2=s

Fracture longitudinal, transverse dispersivity aL;f � 0:001 m, aT;f � 0:0

Matrix longitudinal, transverse dispersivity aL;m � 0:001 m, aT;m � 0:0

Fracture±matrix dispersivity afm � 0:0

Fracture, matrix tortuosities sf � 0:25; sm � 0:5
Matrix grain density 2650 kg/m3

Fracture pore velocity vp;f � 0:5 m/d

Temperature T� 25°C

Source pulse concentration Cradionuclide � 1:0 for t < 7 d

Distribution coe�cient in fractures and matrix Kd;f � Kd;m � 0:0

Radioactive decay constant k � 0:0 sÿ1

Fig. 6. Comparison of the simulated and laboratory measured

breakthrough curves at the outlet of the sand layer.
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the assumed porosity value. In numerical studies, how-
ever, total volumetric ¯ow rates are treated to be inde-
pendent of porosity, and numerical results will be
di�erent for di�erent sand porosity values, even though
the ¯ow rate is the same. If we keep DarcyÕs velocity or
volumetric rate to be the same, we have

vD � vp/f � 0:5� 0:33 � 0:165 � 0:43

�� vp� � 0:38 �� /f�:
�4:2:1�

Using a pore velocity� 0.43 m/day and porosity� 0.38,
the dashed curve of the numerical solution in Fig. 8
gives a better overall match with the experimental re-
sults.

4.3. Comparison of three-dimensional transport simula-
tions with particle-tracking results

This example is to provide another veri®cation case
of the proposed scheme against particle-tracking mod-
eling results, using a particle tracker, the DCPT code,
recently developed for modeling transport in dual con-
tinua, fracture±matrix media by Pan et al. [26]. The test
problem is based on the site-scale model developed for
investigations of the unsaturated zone (UZ) at Yucca
Mountain, Nevada [45,47]. It concerns transport of two
radionuclides, one conservative (non-adsorbing) and
one reactive (adsorbing), through fractured rock using a
three-dimensional, unstructured grid and a dual-per-
meability conceptualization for handling fracture and
matrix interactions.

The unsaturated zone of Yucca Mountain has been
selected as a potential subsurface repository for storage
of high-level radioactive wastes of the US. Since the
mid-1980s, the US. Department of Energy has pursued a
program of site characterization studies, designed to
investigate the geological, hydrological, and geothermal
conditions in the unsaturated and saturated zones of the
mountain. The thickness of the unsaturated zone at
Yucca Mountain varies between about 500 and 700 m,
depending on local topography. The potential reposi-
tory would be located in the highly fractured Topopah
Spring welded unit (TSw), about 300 m above the water
table and 300 m below the ground surface. The geologic
formations are organized into hydrogeologic units
roughly based on the degree of welding [21]. From the
land surface downwards, we have the Tiva Canyon
welded (TCw) hydrogeologic unit, the Paintbrush non-
welded unit (PTn), the TSw unit, the Calico Hills non-
welded (CHn), and the Crater Flat undi�erentiated
(CFu) units.

The three-dimensional model domain as well as a
three-dimensional irregular numerical grid used for this
comparison are shown for a plan view in Fig. 7. The
model domain covers a total area of approximately 40

km2, roughly from 2 km north of borehole G-2 in the
north, to borehole G-3 in the south, and from the
eastern boundary (Bow Ridge fault, not labeled) to
about 1 km west of the Solitario Canyon fault. The
model grid includes re®ned gridding along the ECRB
and ESF, two underground tunnels, a number of bore-
holes (solid dots) used in site characterization studies
and as references here, as well as several faults. Vertical
pro®les of geological layers and model grid are shown in
Figs. 8 and 9, respectively, for west±east (Fig. 8) and
south±north (Fig. 9) cross-sections. The potential re-
pository is located in the middle of the model domain,
an approximate area of 1000 m (west±east) by 5000 m
(south±north), surrounded by the faults (Fig. 7). The
repository is relatively ¯at and is represented by a
number of 5-m-thick gridblocks, as shown in Figs. 8 and
9. The grid has 1434 mesh columns of fracture and
matrix continua, respectively, and 37 computational
grid layers in the vertical direction, resulting in 104 156
gridblocks and 421 134 connections in a dual-per-
meability grid.

The ground surface is taken as the top model
boundary and the water table is regarded as the bottom
boundary. Both top and bottom boundaries of the
model are treated as Dirichlet-type boundaries, i.e.,

Fig. 7. Plan view of the three-dimensional UZ model grid, showing the

model domain, faults incorporated, underground tunnels, and several

borehole locations.

712 Y.-S. Wu, K. Pruess / Advances in Water Resources 23 (2000) 699±723



constant (spatially distributed) pressures, liquid satura-
tions and zero radionuclide concentrations are speci®ed
along these boundary surfaces. In addition, on the top
boundary, a spatially varying, steady-state, present-day
in®ltration map, determined by the scientists in the US
geological survey, is used in this study to describe the net
water recharge, with an average in®ltration rate of 4.56
mm/year over the model domain [47]. In addition, an
isothermal condition is assumed in this study. The

properties used for rock matrix and fractures for the
dual-permeability model, including two-phase ¯ow
parameters of fractures and matrix, were estimated
based on ®eld tests and model calibration e�orts, as
summarized in [47].

We consider two types of radionuclides, technetium
as a conservative tracer and neptunium as a reactive
tracer. The initial conditions for the tracers correspond
to the ambient condition, in which the ¯ow ®eld reaches

Fig. 9. North±south vertical cross-section through the three-dimensional UZ model crossing boreholes G-2, UZ-14, H-5, and SD-6, showing vertical

pro®les of geological layers, fault o�sets, and the repository block.

Fig. 8. West±east vertical cross-section through the three-dimensional UZ model crossing the southern model domain and boreholes SD-6, SD-12

and UZ#16, showing vertical pro®les of geological layers, fault o�sets, and the repository block.
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a steady-state under the net in®ltration and stable water
table conditions. The two radionuclides are treated as
non-volatile and are transported only through the liquid
phase. Radioactive decay and mechanical dispersion
e�ects are ignored. A constant molecular di�usion co-
e�cient of 3.2 ´ 10ÿ11 (m2/s) is used for matrix di�usion
of the conservative component, and 1.6 ´ 10ÿ10 (m2/s) is
used for the reactive component. In the case of a reactive
or adsorbing tracer, several Kd values are used, as given
in Table 5, and these values were selected to approxi-
mate those for neptunium, 237Np, transport and for a
conservative tracer, Kd is set to 0. All transport simu-
lations were run to 1 000 000 years under a steady-state
¯ow and initial, constant source concentration condition
at the repository fracture blocks.

Two simulations were conducted, in which a ®nite
amount of radionuclides is initially released into the
fracture elements of the repository blocks. After the
simulation starts, no more radionuclides will be intro-
duced into the system, but the steady-state water re-
charge continues. Eventually, all the radionuclides will
be ¯ushed out from the system through the bottom,
water table boundary by advective and di�usive pro-
cesses.

Figs. 10 and 11 show comparisons between the sim-
ulated results using the proposed model (T2R3D) and

the particle-tracking scheme (DCPT) for non-adsorbing
and adsorbing tracers, respectively. In the ®gures, the
fractional mass breakthrough at the water table is de-
®ned as the cumulative mass of radionuclides crossing
the entire model bottom boundary over the time, nor-
malized by the total initial mass. In both cases, the
simulation results using the two types of modeling ap-
proaches are in good agreement, as shown in Figs. 10
and 11, for the entire simulation period of 106 years of
transport through fractured formation. In addition, the
good match, shown in Figs. 10 and 11, indicate little
numerical dispersion in the modeling results of T2R3D
for the problem, because there is no numerical disper-
sion in the particle-tracking results.

The mass breakthrough curves of Figs. 10 and 11
reveal an interesting phenomenon of tracer transport
through fractured rock, i.e., there is a plateau between
the earlier and later times of the rapid increases. This is a
typical behavior of transport through a dual-continua
medium, the earlier, rapid breakthrough is due to
transport through fast fracture ¯ow and the later, rapid
increase in mass transport corresponds to massive
breakthrough occurring through the matrix. Along the
plateau portion of the breakthrough curve, little mass
arrives at the water table, and this is because matrix
breakthrough is lagging behind fracture breakthrough.

5. Application examples

Because of the generalized capability of the proposed
model in handling tracer and radionuclide transport
through multiphase, non-isothermal, and fractured me-
dium systems, the implemented modules of the T2R3D
code [49] have found a wide range of applications in ®eld
characterization studies at the Yucca Mountain site
[3,47]. The methodology discussed above has been used

Table 5

Kd values used for a reactive tracer transport in di�erent hydrogeologic

units

Hydrogeologic unit Kd (cm3/g)

Zeolitic matrix in CHn 4.0

Vitric matrix in CHn 1.0

Matrix in TSw 1.0

Fault matrix in CHn 1.0

Fractures and the matrix in the rest of units 0.0

Fig. 10. Comparison of relative mass breakthrough curves of a con-

servative tracer arriving at the water table, simulated using the present

model and a particle-tracking scheme.

Fig. 11. Comparison of relative mass breakthrough curves of a reac-

tive tracer arriving at the water table, simulated using the present

model and a particle-tracking scheme.
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as a main modeling approach in three-dimensional,
large-scale unsaturated zone model calibrations [53] and
in modeling geochemical transport [36].

We present two application examples in this section
to demonstrate the applicability of the new transport-
modeling approach to ®eld problems, including:
· three-dimensional liquid radionuclide transport in

unsaturated fractured rock; and
· two-dimensional gas tracer transport in unsaturated

fractured rock including thermal e�ects.

5.1. Three-dimensional radionuclide transport in unsatu-
rated fractured rocks

This example uses the same setup of the problem in
Section 4.3, including the model domain, numerical grid
(Fig. 7), modeling approach, parameters, and descrip-
tion of initial and boundary conditions. The same two
radionuclides, conservative technetium and reactive
neptunium, are simulated. In conducting this modeling
exercise, we found that dispersion e�ects on matrix±
matrix and fracture±matrix transport are negligible for
the fracture±matrix system under study, when compared
with advection or molecular di�usion terms. Therefore,
only dispersion e�ects through fracture±fracture trans-
port are included in this study, using longitudinal and
transverse dispersivities of 10 and 1 m, respectively.

The objective of this example is to apply the proposed
model to a sensitivity analysis of e�ects of di�erent hy-
drogeological conceptual models and in®ltration on
adsorbing and non-adsorbing transport processes of
radionuclides from the repository to the water table at
Yucca Mountain. Modeling scenarios incorporate three
hydrogeological conceptual models on perched water
occurrence and three surface water recharge rates of
mean, lower-bound and upper-bound in®ltration maps,
with averaged values of 4.56, 1.20 and 11.28 (mm/year),
respectively, over the model domain. In all simulations,
a ¯ow simulation was conducted ®rst and then followed

by a transport run under the same ¯ow condition. The
¯ow simulation was used to provide a steady-state ¯ow
®eld for the following simulation scenario, in which
di�erent conceptual models combining with di�erent
in®ltration rates are considered.

A total of 14 transport simulations were conducted in
this study, as listed in Table 6. The three hydrogeolog-
ical conceptual models, regarding perched water occur-
rence, are incorporated in ¯ow simulations. They are:
1. non-water-perching model (no perched water con-

ditions will be generated in the unsaturated zone);
2. ¯ow-through perched water model (perched water

zones will be generated in the unit below the reposi-
tory with signi®cant amount of water vertically ¯ow-
ing through perched zones);

3. by-passing perched water model (perched water zones
will be generated in the unit below the repository with
signi®cant lateral ¯ow on perched zones) [47].
In Table 6 the letter of simulation designation, ending

with a represents transport simulation for conservative/
non-adsorbing tracer/radionuclide and that ending with
b is for reactive/adsorbing tracer/radionuclide transport.

Simulation results, in terms of fractional mass
breakthrough, is presented in Fig. 12 for the 14 simu-
lations. In the ®gure, solid-line curves represent simu-
lation results of conservative/non-adsorbing tracer
transport and dotted-line plots are for reactive, ad-
sorbing tracer transport. Fig. 12 shows a wide range of
radionuclide transport times with di�erent in®ltration
rates, types of radionuclides, and perched water con-
ceptual models from the 14 simulations. The predomi-
nant factors for transport or breakthrough times, as
indicated by the ®gure, are: (1) surface-in®ltration rates
and (2) adsorption e�ects, whether the tracer is conser-
vative or reactive. To a certain extent, perched water
conceptual models also a�ect transport times signi®-
cantly, but their overall impacts are secondary com-
pared with e�ects by in®ltration and adsorption. The
simulation results, as shown in Fig. 12, can be used to

Table 6

Fourteen radionuclide transport simulation scenarios (hydrological conceptual models and in®ltration rates)

Designation Hydrogeological model In®ltration rate

TR#1a Non-water-perching Mean

TR#1b

TR#2a Flow-through perched water Lower-bound

TR#2b

TR#3a By-passing perched water Lower-bound

TR#3b

TR#4a Flow-through perched water Mean

TR#4b

TR#5a By-passing perched water Mean

TR#5a

TR#6a Flow-through perched water Upper-bound

TR#6b

TR#7a By-passing perched water Upper-bound

TR#7b
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obtain insights of radionuclide transport through the
unsaturated zone system of Yucca Mountain, taking
into account future climatic conditions, various radio-
nuclides and di�erent hydrogeological conceptual
models.

5.2. Two-dimensional gas tracer transport with thermal
e�ects

The second example is a sensitivity study of gaseous
radionuclide transport in the unsaturated zone at Yucca
Mountain with the repository thermal load e�ects. Un-
der natural hydrological and geothermal conditions,
both liquid and gas (air and vapor) ¯ow in the unsatu-
rated zone of the mountain are a�ected by ambient
temperature changes, geothermal gradients, as well as
atmospheric and water table conditions. Thermal
and hydrological regimes are closely related through
coupling of heat, gas and liquid ¯ow, and atmospheric
conditions at the mountain [44,45]. In addition to the
ambient thermal conditions, heat will be generated as a
result of emplacing high-level nuclear waste in the re-
pository drifts of the unsaturated zone. Thermal loading

from the waste repository will signi®cantly a�ect the
post-waste emplacement performance of the repository,
and will create complex multiphase ¯uid ¯ow and heat
transfer processes [50]. Certain gaseous radionuclide,
such as C-14, may be released as gaseous components
from the repository under thermal±hydrological e�ects,
and may be escaped into the atmosphere at the land
surface. Gas tracer transport is coupled with other
processes, such as conductive and convective heat
transfer, phase change (vaporization and condensation),
capillary- and gravity-driven two-phase ¯ow under
variably-saturated conditions, and di�usion and dis-
persion of water and air components.

A dual-permeability approach is also used for frac-
ture±matrix interactions in this study. A two-dimen-
sional west±east, vertical cross-section model is selected
along the middle of the repository near Borehole SD-9,
as shown in Fig. 12 for the entire model domain. The
irregular vertical grid, which includes four inclined
faults, is designed for this two-dimensional cross-sec-
tion, as displayed in Fig. 13. The grid is locally re®ned at
the repository horizon with three 5-m-thick layers and
the actual repository length along the section. The grid

Fig. 12. Simulated breakthrough curves of cumulative radionuclide mass arriving at the water table, since releasing from the repository, using the

three in®ltration scenarios and three hydrogeological conceptual models.
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has a horizontal spacing of 28 m, and an average vertical
spacing of 10 m. A continuously decaying heat source is
applied in the gridblocks throughout the repository. The
two-dimensional model has approximately 18 000 frac-
ture and matrix elements, and 44 000 connections.

The boundary conditions are similar to those used by
the three-dimensional model of Section 5.1. The ground
surface (or the tu�-alluvium contact, in areas of signif-
icant alluvial cover) is taken as the top model boundary.
The water table is taken as the bottom boundary with
®xed, spatially varying temperatures speci®ed. The sur-
face in®ltration map [7] is implemented as source terms
to the fracture gridblocks in the upper boundary and the
resulting in®ltration rates varying along each gridblock,
with an average of 3.67 mm/year along the cross-section.

The initial conditions for the gas tracer simulation
were generated using steady-state simulation results
under the ambient moisture, in®ltration and thermal
conditions. The simulated initial matrix liquid satura-
tion is about 0.90±0.95 at the repository level, which
agrees with the observed data at a nearby borehole, SD-
9. The average initial temperature is about 25°C at the
repository horizon.

A thermal loading scenario of 85 MTU/acre (Metric
Tons of Uranium/acre) and a thermal decay curve of the
repository heat, considered as the base±case [14] for the
repository performance analysis is used for thermal
calculations. Thermal loading is expressed in terms of
areal mass loading (AML) (MTU/acre), or areal power

density (APD) (kW/acre) to account for radioactive heat
of decay. AML or APD values per waste type in a given
repository design will determine the total thermal energy
introduced into the system or heat released from the
source. The thermal load for use in these studies is an
average for mixed wastes (commercial and non-com-
mercial spent fuels), corresponding to APD� 99.4 kW/
acre.

Fluid and rock properties for this problem are taken
from those for the recent modeling studies at Yucca
Mountain [3]. The properties of tracer transport are
listed in Table 7. Because of the lack of measured ®eld
data, we ignore the e�ects of hydrodynamic dispersion
in this case. The gas tracer is treated as a conservative
species without decay. The liquid/gas phase partitioning
coe�cient was estimated based on CO2 property. Even
though the equilibrium constant may be a function of
both pH and temperature, an averaged value of 281 is
used in this study, which corresponds to pH� 7 and
T� 50°C for CO2.

In addition to surface water in®ltration and heat re-
lease at the repository, a constant gas tracer generation
rate of 1 g/day is introduced in each repository block.
Here, both heat and gas tracer sources are injected only
into repository matrix blocks, not fracture blocks. The
objective of this sensitivity study is to investigate the
migration, distribution, and releasing of the gas tracer
under repository thermal e�ects. Simulation times are
up to 100 000 years.

Fig. 13. Two-dimensional west±east cross-section grid, showing the vertical layering, faults and location of the repository.
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Fig. 14 shows the changes in temperature and mois-
ture conditions at the center of the repository versus
time, after thermal loading is imposed in the repository.
The ®gure indicates a rapid increase in temperature at
the repository after thermal load starts, reaching the
boiling point (97°C) at ambient pressure about 10 years
after waste emplacement. At this time, fractures at the
repository become completely dry and matrix liquid
saturation decreases signi®cantly. Temperature contin-
ues to rise at the repository afterwards and reaches a
peak of 140°C after 100 years, then gradually decreases
as heat input is reduced. However, boiling conditions
are still prevalent and last for several thousand years. As
a result, dryout continues in both fractures and matrix
blocks at and near the repository during this period.

Figs. 15 and 16 present simulated temperature con-
ditions after 100 and 1000 years, respectively, showing
that an extensive boiling zone develops around the re-
pository in 100 years, which becomes larger after 1000
years. The normalized (relative to the highest concen-

tration at the time in the system) concentration contours
of the gas tracer are shown in Figs. 17 and 18 for these
two times. It is interesting to note that (1) the highest
concentrations of the gas tracer in the gas phase are not
at or near the source (repository blocks) and (2) the high
concentration zones change dynamically with time. This
results from the e�ects of the boiling zones surrounding
the repository, within which a large amount of liquid
water turns into steam, increasing gas ¯ow rates by
several orders of magnitude with vapor mass fraction up
to 95% or higher in the gas phase. At some distance
from the repository, vapor is removed by condensation,
which causes gaseous radionuclide concentration to in-
crease. At the same time, the high gas ¯ux at and near
the boiling zones rapidly moves away from the reposi-
tory and e�ectively ``dilutes'' concentrations of the gas
tracer in these regions, since a constant radionuclide
mass generation rate is speci®ed at the repository.

Fig. 19 shows the simulated surface-mass release rate
of the gas tracer, normalized to the total generation rate

Table 7

Parameters for gas tracer transport under thermal e�ects

Molecular di�usion coe�cient in gas Dm � 2:13� 10ÿ5 m2=s

Molecular di�usion coe�cient in liquid Dm � 1:0� 10-10 m2=s

Fracture longitudinal, transverse dispersivity aL;f � 0:0, aT;f � 0:0

Matrix longitudinal, transverse dispersivity aL;m � 0:0, aT;m � 0:0

Fracture±matrix dispersivity afm � 0:0
Fracture, matrix tortuosities sf � 0:7, sm � 0:7

Distribution coe�cients in matrix and fractures of all units Kd;f � Kd;m � 0:0

Equilibrium phase partitioning coe�cient KP � 281

Radioactive decay constant k � 0:0 sÿ1

Fig. 14. Changes in fracture and matrix liquid saturations, and temperatures at the repository under thermal load, simulated using the two-di-

mensional vertical cross-section model.
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at the repository. The ®gure indicates that the break-
through of a gas tracer associated with thermal loading
at the repository occurs after about 100 years of waste
emplacement. The surface-release rate of the gas tracer
reaches its peak value after 1000 years and then
stabilizes at 90% of the total generation rate.

6. Summary and conclusions

A new numerical approach has been developed for
modeling tracer or radionuclide transport through het-
erogeneous fractured rocks in a non-isothermal multi-
phase system. The model formulation incorporates a full

Fig. 15. Temperature contours at 100 years of thermo load, simulated using the two-dimensional vertical cross-section model.

Fig. 16. Temperature contours at 1000 years of thermo load, simulated using the two-dimensional vertical cross-section model.

Y.-S. Wu, K. Pruess / Advances in Water Resources 23 (2000) 699±723 719



hydrodynamic dispersion tensor using a three-dimen-
sional regular or irregular grid. Two di�erent weighting
schemes are tested for accurate spatial interpolation of
three-dimensional velocity ®elds and concentration
gradients to evaluate the mass ¯ux by dispersion and

di�usion of a tracer or radionuclide. The fracture±ma-
trix interactions are handled using a dual-continua
approach, such as a double- or multiple-porosity or
dual-permeability. This new method has been imple-
mented into a multidimensional numerical code of

Fig. 17. Gas tracer concentration contours at 100 years of thermo load, simulated using the two-dimensional vertical cross-section model.

Fig. 18. Gas tracer concentration contours at 1000 years of thermo load, simulated using the two-dimensional vertical cross-section model.
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integral ®nite-di�erence to simulate processes of tracer
or radionuclide transport in non-isothermal, three-di-
mensional, multiphase, fractured and/or porous sub-
surface systems.

We have veri®ed this new transport-modeling ap-
proach by comparing its results to those from an ana-
lytical solution for a parallel-fracture transport problem,
a published laboratory study, and a particle-tracking
scheme for three-dimensional transport using an un-
structured grid. In addition, two examples of ®eld ap-
plications are presented to demonstrate the use of the
proposed methodology for modeling three-dimensional
transport of liquid radionuclides and gas tracer trans-
port with thermal e�ects in unsaturated fractured rocks.

The model formulation and the implemented code
have found a wide range of applications in ®eld
characterization studies of the unsaturated-zone trans-
port of environmental isotopic tracers and radionuclides
at the Yucca Mountain site. The special capability of
modeling tracer transport processes through heteroge-
neous, fractured rocks under multiphase and non-iso-
thermal conditions with full consideration of
hydrodynamic dispersion will make the model a very
useful tool in studies of tracer transport in other areas,
such as reservoir engineering.
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