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ABSTRACT

Salt interpretation is an essential step of velocity model building for seismic imaging
workflows in many salt basins around the world. However, conventional techniques
are labor intensive and prone to human error due to the inherent complexities of salt
geometries, seismic data and the model building process. While deep learning (DL)
frameworks using convolutional neural networks provide fully automated solutions for
salt interpretation, fully deterministic output models do not provide statistically mean-
ingful probability and uncertainty estimations. Bayesian neural networks address these
limitations by providing accurate salt probability values and quantitative uncertain-
ties that arise in data and model parameters; however, Bayesian networks are difficult
to train and require more computational resources compared to traditional networks.
Here, we propose a hybrid fully convolutional architecture that combines determinis-
tic and probabilistic layers, which provides an efficient DL. methodology for obtaining
true salt probabilities and model uncertainties. We demonstrate the prediction and gen-
eralization capabilities of this network architecture through training and testing on two
different seismic data sets.

1 INTRODUCTION

Salt interpretation has a crucial role in various workflows in seismic exploration, especially in economically attractive oil fields in
Gulf of Mexico (GoM), Angola, and Brazil where salt plays a major role in petroleum systems (Zhao and Chen, 2020). However,
many salt picking frameworks remain labour intensive and prone to human error due to the inherent complexities in salt geometry
and seismic data noise and acquisition limitations (Shi et al., 2019).

Recently, practitioners have used computer vision methodologies (e.g., semantic image segmentation) to extract salt features
from seismic data through supervised deep learning frameworks (Babakhin et al., 2019; Shi et al., 2019; Zhao and Chen, 2020).
The vast majority of applications use convolutional neural network (CNN) architectures (LeCun et al., 1995) due to their attractive
computational properties and high success rates in many computer vision tasks including object detection and identification.

CNNs process input features through a series of affine transformations with compactly supported convolutional filters and
nonlinear activation functions (Ruthotto and Haber, 2019; Haber et al., 2019). Deep CNNs are especially effective in learning
spatiotemporal relationships in input images, which allows them to express complex mappings from seismic image domains to
feature domains that may represent salt geometries. Of all the CNN-based architectures, U-Nets are particularly popular among
practitioners (Ronneberger et al., 2015; Maniar et al., 2018; Oktay et al., 2018; Babakhin et al., 2019; Shi et al., 2019; Zhou et al.,
2020; Zhao and Chen, 2020) because they provide a reasonable balance between computational cost and accuracy for large-scale
segmentation tasks. However, U-Nets suffer from limited information propagation problems especially in the initial layers because
input features have a high spatial dimension and the convolutional filters are spatially localized where each pixel can communicate
within only a small pixel neighborhood. To alleviate this problem, scientists resort to using many layers that dramatically increase
the memory and computational complexity. One way to improve propagation capabilities of CNN-based architectures is to use
implicit layers (Haber et al., 2019; Li et al., 2020; Reshniak and Webster, 2021), though this approach becomes expensive when the
input features have large spatial dimensions, making it prohibitive for large-scale 3D problems.

Unlike standard computer vision problems where input features are well classified, salt segmentation is performed on sub-
surface seismic images that can be unreliable in areas with high geological complexity due to seismic data noise and acquisition
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limitations. In addition, salt masks used as the ground-truth labels in supervised learning algorithms are prone to human bias and
error, because picking salt bodies in complex regions remains a challenging problem for human vision. Therefore, the need to
quantify uncertainty in neural network models arises as an essential component in assessing the confidence in predictions made by
deep learning systems. Herein, we are particularly interested in model (i.e., epistemic) uncertainty that provides a measure of the
variability in network predictions as captured by Bayesian neural networks (BNNs) (Blundell et al., 2015; Gal, 2016; Jospin et al.,
2020).

In machine learning (ML) applications for the salt segmentation, the continuous output of the network is usually scaled between
[0, 1] using the soffmax or sigmoid function and is interpreted as pixel-wise salt probability. However, these values should be
considered as class prediction scores and may not provide statistically meaningful probability or uncertainty estimates (Szegedy
et al., 2013; Gal, 2016; Zhao and Chen, 2020).

Despite their obvious benefits, BNN training is difficult and requires more computational resources than deterministic net-
works. In addition, their prediction accuracy is usually inferior to deterministic counterparts. Fortunately, one can obtain reliable
model uncertainty estimates using only a few Bayesian convolutional layers placed close to the output layer of CNN architectures.
This strategy allows us to sample multiple ensembles of weights in Bayesian layers and estimate the model uncertainty without
losing the computational advantages of deterministic networks. Moreover, the resulting architecture is easier to train because most
network layers are deterministic.

We propose a hybrid Bayesian-deterministic U-Net architecture - herein termed a Bayesian inference machine - for automated
salt interpretation that, in addition to identifying salt bodies, provides a quantitative measure of model uncertainty. We only use
implicit convolution in the initial and final deterministic layers where the input feature dimensions are the largest, which allows the
network to benefit from the advantages of implicit layers without suffering from their limitations. Our examples demonstrate that
model uncertainty estimates provide insights and guidance in areas where salt picking is a challenging task both for computers and
humans.

2 THEORY
2.1 Encoder-decoder convolutional neural network

We use a fully convolutional encoder-decoder network with five encoding layers that gradually coarsen the input seismic image
through a pooling operation and five corresponding decoding layers that upsample encoded features back to the input image dimen-
sions. Each encoding and decoding layer has a convolutional layer with 3 x 3 trainable convolutional filters, a batch normalization
layer, and is followed by a nonlinear ReLLU activation function. The encoder and decoder systems are enveloped by implicit layers,
the rational for which is detailed below. To avoid vanishing gradients problem, we define long skip connections between the encod-
ing and decoding layers with identical feature size. Moreover, we introduce self-attention gates (Vaswani et al., 2017; Jetley et al.,
2018; Oktay et al., 2018) on the decoding side of the network to improve convergence. These attention gates help the network to
focus on features contributing to the segmentation task and ignore irrelevant information hindering neural network training. Finally,
we add two convolutional Bayesian output layers that provide the salt likelihood and model uncertainty maps.

2.2 Implicit convolutional layers

Implicit convolutional layers are motivated by the ResNet architectures (He et al., 2016a,b; Gomez et al., 2017), which propagate
input features as follows:

ujt1 = uj + hf(u;,05), )

where u;, uj+1, and 0; are input and output features, and the trainable filters (i.e., parameters) of the j-th layer; and f is a nonlinear
activation function. Equation 1 is a time integration of a PDE system through forward Euler discretization (Haber et al., 2019;
Peters et al., 2019; Ruthotto and Haber, 2019)

Ou(0,t) = hf(6(t),u(t)), for te (0,7,
u(6,0) = uo )
where t € (0,7 is the artificial time axis (network layers); 7 is the final time (network depth); and h is step size (typically set to

1). Initial conditions u (8, 0) can be simulated by a standard convolutional layer with trainable or non-trainable parameters.
We modify the standard ResNet architecture according to Haber et al. (2019) to obtain the following semi-implicit network

Ou(0,t) = hf(6(t),u(t)) + L u(t), 3)
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Figure 1. Network architecture where the numbers below the layers represent spatial dimensions of features and above the number of feature
channels in each layer.

where L is an invertible group convolution matrix with trainable parameters. Equation 3 resembles a reaction-diffusion system (Mur-
ray, 1982; Turing, 1990; Witkin and Kass, 1991) that can be solved using implicit-explicit methods (Ruuth, 1995). Here, we solve
the first expression on the right hand side of equation 3 using explicit forward Euler discretization, and the second term with
backward Euler methods, which results in the following implicit scheme (Haber et al., 2019):

wrr1 = (I +hL) " (I + hf(0(t), u(t)), )
where [ is the identity matrix. The explicit part of equation 4 can be computed by the standard CNN layer available in all deep
learning software packages. The implicit step, though, requires solving m linear systems of equations for m input channels, which

can be computed efficiently in the frequency domain. We refer readers interested in a detailed explanation of the solution of such
systems to Haber et al. (2019).

2.3 Bayesian neural networks

To capture the model uncertainties, we introduce two convolutional Bayesian layers as the network output layers. Instead of the
actual values of the convolutional filters, we assume that these layers have a prior Gaussian distribution and the train for the mean
and standard deviation of the posterior distribution weights. Here, we assume that we can approximate the intractable posterior
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distribution weights with a Gaussian distribution by minimizing a loss function known as variational free energy (Blundell et al.,
2015; Gal, 2016). To compute the Bayesian layer output, we first obtain convolutional filters by sampling from random noise
€ ~ N(0,1) from the normal distribution, and then scale the € by the standard deviation ¢ and shift by the mean p:

W=p+ooge, Q)

where o is the Hadamard product (element-wise multiplication). To ensure that the standard deviation remains positive during
training, we parameterize o = log(1 + exp (p)) such that p is a trainable parameter. While this process doubles the number of
parameters for these layers, it allows us to sample an infinite ensemble of weights from an approximated posterior distribution
parameterized in terms of p and o.

BNNs model two types of uncertainty: aleatoric uncertainty that captures the inherent randomness (e.g., noise) in the observa-
tions; and epistemic or model uncertainty that captures the uncertainty in model parameters (network weights) and can be reduced
by acquiring more data (Kendall and Gal, 2017). Here, we are interested in quantifying the latter to improve our understanding of
the neural network outputs. To compute the model uncertainty, we first make several predictions with the trained model by sampling
different set of weights in Bayesian layers. We then compute the model uncertainty according to (Kwon et al., 2018) as

R I U
epistemic = i Z (Px — D) (Pr — D), ©)
k=1
where N is the number of predictions, p: is the network salt prediction (i.e., softmax) score for each prediction, and p = Zgil pr/N
is the mean prediction value.

3 NUMERICAL EXAMPLES

To demonstrate the capabilities of the proposed method, we train our network using the seismic data released for the TGS salt
identification challenge on the Kaggle (2018) platform and test the trained network on a migrated image of the BP 2004 model. The
training and testing datasets are organized in small patches with 128 x 128 samples, where patched seismic images are normalized
to zero mean and unit variance. We apply several data augmentations including random horizontal mirroring and rotation to increase
data diversity and improve the generalization capability of the trained model. Finally, we exclude the water layer in the BP 2004
model from the salt mask prediction process by applying a coordinate mapping to transform the seismic image to a generalized
coordinate system conformal to bathymetry.

Our proposed network outputs pixel-wise salt prediction scores, where values close to unity represent areas where the model
predicts salt with high confidence and values close to zero denote areas without salt. Figure 2a-2c shows a 128 x 128 patch of
the BP 2004 image, and the true and predicted salt masks, respectively. Figure 2d presents the attention map computed at the final
deterministic layer of the decoder network, where blue and red colors represent values close to zero and unity, respectively. The
attention weights act as a mask that relates the relative importance of each sample and helps the network to focus on samples
relevant to salt segmentation task.

The Bayesian network layers allow us to compute true salt probabilities by taking the aggregated classification results of an
ensemble of predictions made through sampling different sets of weights in the Bayesian layers for each prediction. After training,
we make 100 different predictions on 128 x 128 images. In each prediction, we set a threshold value of 0.5 and consider network
outputs > 0.5 as salt. We then compute the sum of all predictions for each 128 x 128 image. This aggregated result shows the
number of times each sample (i.e., pixel) is predicted as salt. Finally, we combine the 128 x 128 patches together and scale the
values in each samples to [0, 1] range to form a final global salt probability map. Figure 3 presents the aggregated prediction of 100
different runs after the training process. Note that this result approximates the true prediction probability of the trained model (Zhao
and Chen, 2020). In addition to salt probabilities, we also compute the epistemic uncertainty of the trained ML model (see Figure 4)
using equation 6, which is computed on smaller 128 x 28 patches and combined as in the salt probability map. As expected, there
is high uncertainty values on salt boundaries, but also in places where network predictions are inaccurate. Therefore, the predicted
model uncertainties can be used as a complementary tool to the salt probability map to facilitate interpretation in areas of unreliable
network prediction.

4 DISCUSSION

Traditionally, the point estimates from deep learning (DL) models are passed through the soffmax function and are erroneously
interpreted as model confidence in predicting salt. However, this process may result in high-confidence estimates for data sets
far from the training data, which significantly reduce the generalization capabilities of trained models (Gal, 2016). Conversely,
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Figure 2. (a) Seismic image, (b) true salt mask, (c) predicted mask, and (d) attention map.

BNNSs can estimate true salt probabilities by making multiple predictions for the same input data and computing the mean result.
Also, Bayesian models provide more reliable statistics, are less prone to over-fitting, and have better generalization capabilities
compared to fully deterministic networks (Blundell et al., 2015; Gal, 2016). While the model uncertainty map does not help the
model make more accurate predictions, it does highlight regions where network predictions may be unreliable and can be used as a
complementary interpretation data product. Training a fully Bayesian CNN often requires more time and computational resources
than deterministic networks (Jospin et al., 2020). However, by just using one or two Bayesian layers close to the output layer of
the network, one can still obtain reliable model uncertainties. This methodology results in a mostly deterministic model, which is
straightforward to train and has a negligible computational overhead when compared to traditional CNN architectures.

5 CONCLUSIONS

We propose a fully convolutional U-Net architecture, termed a Bayesian inference machine, that mixes deterministic and Bayesian
layers to produce model uncertainties in addition to reliable salt probabilities. The proposed network uses implicit layers to speed
up the information propagation in layers where the receptive field is large and the filter size is small. The epistemic uncertainty
map can be used as a complementary product to salt probabilities to aid interpretation in areas where the network predictions are
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Figure 3. The predicted salt mask for the BP 2004 salt model.

Figure 4. The calculated epistemic (model) uncertainty for the BP 2004 salt model.

unreliable. We show the generalization capabilities of our network by training and testing it on seismic data acquired from different
fields.
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