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ABSTRACT

Inverse scattering by the Marchenko or Gelfand-Levitan equations consists of
two steps. The first step consists of solving an integral equation to retrieve the
wavefield in the interior of a scattering medium from waves recorded outside of
the scattering region. The second step consists of estimating the scattering po-
tential from this wavefield. The estimation of the potential can be justified either
by taking a high-frequency limit, or by evaluating the wavefield an infinitesimal
time before or afteior the direct wave. Waveforms obtained in experiments are
discretized in time with a sampling interval dt. We show an example that this
time discretization precludes the extraction of the potential. The reason is that
the frequencies of discretized waveforms are below the Nyquist frequency. This
limitation precludes taking the high-frequency limit that is used for estimat-
ing the potential from the waveforms in the interior of the scattering region. I
present an alternative method to estimate the potential from wave fields in the
interior of the scattering region. This method can be used even when the waves
are in the strong scattering regime.

Keywords: inverse scattering, medium estimation

1 INTRODUCTION

Inverse scattering methods, where medium properties are computed in an exact way from recorded scattering data

have been formulated the Schrödinger equation in one dimension or for radially symmetric potentials (Marchenko,

1955; Agranovich & Marchenko, 1963; Faddeev, 1976). A comprehensive overview of inverse scattering for such

systems has been given by Chadan & Sabatier (1989), and the extension to three-dimensional system is described

by Newton (1989). These inverse scattering techniques have been generalized to scattering in a layered acoustic

medium) (Newton, 1981), to the plasma wave equation and to scattering of acoustic waves in a duct with variable

area (Burridge, 1980).

The inverse scattering methods are exact, and the model reconstruction consists of two steps. The first step is

to solve an integral equation, such as a the Marchenko equation or the Gelfand-Levitan equation, to provide the

wavefield in the interior of the scattering region from recorded scattering data. This step amount to a continuation of

the wavefield recorded at a boundary into the unknown interior of the medium. The second step consists of estimating

the potential from the wavefield in the interior (Burridge, 1980). The second step of estimating the potential involves

asymptotics, and there are different ways to derive this step. The derivation sketched by Faddeev (1976) is based

on an integral equation of the wavefield, and one takes a combination of spatial and temporal derivatives at a time

just after the arrival of the direct wave. When the direct wave arrives at a time td, this involves a limit t→ td. The

derivation of Burridge (1980) is based on a Taylor expansion of the wavefield for times close to the arrival time of

the direct wave, and also takes the limit t→ td.

In practice, scattering data recorded in the time domain are discretized with a finite sampling time dt. This means

that one cannot take the limit t→ td, because the smallest resolvable difference between the time t is and the arrival
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time td of the direct wave is given by the sampling time dt. I show that this limitation may make it impossible to

accurately reconstruct the potential from the wavefield in the interior based on the reconstruction algorithm proposed

by Burridge (1980).

In this paper I follow the analysis of Burridge (1980) and consider the plasma wave equation in one dimension

uxx(x, t)− 1

c20
utt(x, t)− q(x)u(x, t) = 0 , (1)

where the subscript x or t denotes the x and t-derivatives respectively. I assume that the velocity c0 is constant.

Section 2 features the derivation by Burridge (1980) to estimate the potential from the wavefield in the interior. I

show in section 3 that one can estimate the wavefield in the interior from scattering data using recent techniques

for Green’s function retrieval. To ensure that problems with reconstruction of the potential are not caused with

difficulties in estimating the wavefield inside the scatterer, I present in section 4 the analytical expressions for the

wavefield inside a block potential. The corresponding time-domain waveforms are shown in section 5, and I show the

difficulty of estimating the potential by applying the asymptotic relation of Burridge (1980) to wave fields that are

discretized in time in section 6. The inability to estimate the potential from discretized data using the asymptotic

relations from Burridge (1980) does not mean that the potential cannot be estimated. I provide an alternative method

to estimate the potential from the wavefield inside the scatterer in section 7. This method is exact, it can be applied

to data that are discretized in time, and it does not matter where the scattering is weak or strong.

2 THE DISCONTINUITY IN THE WAVEFIELD AFTER THE WAVEFRONT AND Q.

In this section I show the derivation of Burridge (1980) to retrieve the potential q(x) from the wavefield inside the

medium from the value of the wavefield just after the direct wave. I assume that this wavefield is estimated from one

of the inverse scattering methods as described by Burridge (1980).

Consider a solution u(x, t) of the plasma wave equation (1). Following the treatment Burridge (1980) we use a

set of functions fn(t) that are defined recursively by

fn(t) =

∫ t

−∞
fn−1(t) . (2)

The recursion starts with

f0(t) = δ(t) , (3)

with δ(t) the Kronecker delta function. Integrating the recursion (2) with the starting value (3) gives for n ≥ 1:

fn(t) =
1

(n− 1)!
tn−1H(t) , (4)

where H(t) is the Heaviside function. Taking the time derivative of expression (2) implies that

ḟn(t) = fn−1(t) . (5)

The functions fn(t) describe the properties of the wavefield at times close the arrival of the direct wave. Assuming

infinite bandwidth, the lowest order contribution f0(t) = δ(t) gives the wavefield of the ray-geometric wavefield on

the wavefront. The function f1(t) = H(t) gives the constant component of the wavefield just after the direct arriving

waves. The higher order fn(t) account for a power series expansion of the wavefield after the direct arriving wave. For

a Fourier transform f(t) =
∫
F (ω) exp(−iωt)dω, the recursion (5) corresponds to Fn = Fn−1/(−iω). An expansion

in functions fn(t) in the time domain thus corresponds to an expansion in 1/(−iω)n in the frequency domain. The

expansion is explained in more detail in section 5.6.5 of Červený (2001).

Next expand the wavefield in a series of the fn(t)

u(x, t) =

∞∑
n=0

an(x)fn(t− τ(x)) , (6)

where the travel time τ(x) is not yet specified. The restriction n ≥ 0 is incorporated in the following by setting

an(x) = 0 for n < 0 . (7)

Note that the an(x) depend on space only.
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Taking the second x-derivative of the expansion (6), while using the property (5) in the derivatives gives

uxx(x, t) =
∑
n

(
anτ

2
xfn−2 −

(
anτxx + 2

∂an
∂x

τx

)
fn−1 +

∂2an
∂x2

fn

)
, (8)

where for brevity we omit the arguments of an(x) and fn(t − τ(x)). Replacing n → n − 1 in the second term and

n→ n− 2 in the last term gives

uxx(x, t) =
∑
n

(
anτ

2
x −

(
an−1τxx + 2

∂an−1

∂x
τx

)
+
∂2an−2

∂x2

)
fn−2 . (9)

Applying this treatment to all the terms in the plasma wave equation (1) gives∑
n

((
τ2x −

1

c20

)
an −

(
an−1τxx + 2

∂an−1

∂x
τx

)
+

(
∂2an−2

∂x2
− qan−2

))
fn−2 = 0 . (10)

Consider the first term n = 0 in the series (10). Since an = 0 for n < 0, the n = 0 contribution to expression (10)

reduces to
(
τ2x − 1/c20

)
a0 = 0. For nontrivial solutions a0 6= 0, this implies that τ(x) satisfies the eikonal equation:

τ2x =
1

c20(r)
. (11)

For a rightgoing wave that passes the origin x = 0 at t = 0,

τ(x) = x/c0 , (12)

and therefore

τx = 1/c0 , and τxx = 0 . (13)

The expressions (12) and (13) reduce the series (10) to∑
n

(
2

c0

∂an−1

∂x
+

(
∂2an−2

∂x2
− qan−2

))
fn−2 = 0 . (14)

Consider next the term n = 1 to this series. Since a−1 vanishes, the n = 1 contribution to the series can vanish only

when ∂a0/∂x = 0. Assuming the incoming wave has a unit amplitude, which implies that

a0(x) = 1 . (15)

To retrieve the potential q set n = 2 in expression (14) and insert equation (15), which gives

q(x) = − 2

c0

∂a1
∂x

. (16)

Expression (16) gives q in terms of the coefficient a1. The amplitude a1(x) cannot assumed to be known, because

the inhomogeneous medium is not know. But if we know the wavefield inside the inhomogeneous medium, we can

express a1(x) in this wavefield. Using equations (3) and (4) one can write expression (6) as

u(x, t) = u0(x, t) + a1(x)H(t− x/c0) +

∞∑
n=2

an(x)

(n− 1)!
(t− x/c0)n−1H(t− x/c0) . (17)

In this expression the unperturbed wave in the reference medium is given by

u0(x, t) = δ(t− x/c0) . (18)

Next evaluate equation (17) at an infinitesimal time t = x/c0 + ε just after the arrival time of the direct wave, and

take the limit ε ↓ 0. Because of the terms (t− x/c0)n−1 the terms in the sum in expression (17) vanish in this limit,

and H(t− x/c0) = 1 in this limit. Following expression (18), u0(x, t = x/c0 + ε) = δ(ε) = 0. This means that

a1(x) = lim
ε↓0

u(r, t = x/c0 + ε) . (19)

With expression (16) this implies that the potential is equal to the derivative of the wavefield just after the direct

wave

q(x) = − 2

c0
lim
ε↓0

∂u(x, t = x/c0 + ε)

∂x
. (20)

This expression is similar to potential retrieved for the three-dimensional Marchenko equation derived by Newton

(1980) where the potential is also given by the derivative of the wavefield just after the direct wave.
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Figure 1. Definition of the coordinates used to estimate the Green’s function

3 RETRIEVING THE POTENTIAL FROM INVERSE SCATTERING DATA

Expression (20) shows that the potential is known if one knows the wavefield inside the potential just after the time

of the direct wave. This replaces the determination of the potential with the determination of the wavefield in the

interior from scattering data. The crux of inverse scattering methods is that these algorithms allow us to determine the

wavefield in the interior of a medium from scattering data recorded at the boundary, without knowing the potential.

Burridge (1980) provides several examples of this principle, and he shows that one can, in fact, retrieve different

wavefield solutions in the interior that satisfy different causality properties.

In the following I use, for the sake of argument, inverse scattering solutions that provide the Green’s function

for a source point inside the medium. The focusing of the wavefield in an unknown medium using was formulated by

Rose (2001, 2002, 2004). Since the focused wavefield corresponds to the Green’s function, the used inverse scattering

methods give the Green’s function for a source point inside the unknown one-dimensional medium (Broggini &

Snieder, 2012). The principle of Green’s function retrieval has been extended to more space dimensions (Wapenaar

et al., 2013, 2014). These methods rely on the Marchenko equations in one or more dimensions.

In the following we assume that we have retrieved the Green’s function G(x = 0, x, t) for a source point x in the

interior of the medium that is recorded at the boundary x = 0, see figure 1. Since the point x can be arbitrarily chosen,

one can also retrieve the Green’s function G(x = 0, x+ ∆x, t) for a nearby point. Because of reciprocity (Fokkema &

van den Berg, 1993), these Green’s functions are equal to G(x, x = 0, t) and G(x+ ∆x, x = 0, t), respectively. These

Green’s functions describe the wavefield excited by a point source at x = 0 at the points x and x+ ∆x, respectively.

This provides us with the wavefield in the interior at two adjacent points, and by computing the x-derivative by

differencing these wavefields and letting ∆x→ 0 and can then retrieve the potential from expression (20). I illustrate

this procedure, and it’s limitations with a numerical example based on an analytical expression for the wavefield

instead of the wavefield reconstructed with one of the integral equations of inverse scattering. This ensures that an

inability to retrieve the potential is due to the estimation of expression (20).

4 SCATTERING FOR A BLOCK POTENTIAL

In order to study the retrieval of the Green’s function I consider the special example of a block potential that is only

nonzero for 0 < x < L:

q(x) =


Q for 0 < x < L

0 for x < 0 or x > L

(21)

In the following I determine the wavefield in the frequency domain for angular frequency ω for an incident unit wave

from the left. This wavefield is given by

u(x) =



eik0x +Re−ik0x for x < 0 ,

Aeikx +Be−ikx for 0 < x < L ,

Teik0x for L < x ,

(22)

where

k0 =
ω

c0
, (23)
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Figure 2. Time-domain waveforms for the block potential for Q = 0.001 m−2. The incident wave is a delta function discretized

with the time interval dt = 0.01 s. The red bar gives the spatial extent of the block potential.

and

k =

√
ω2

c20
−Q . (24)

The reflection coefficient R, the transmission coefficient T and the constants A and B follow from the requirements

that u and ∂u/∂x are continuous at x = 0 and x = L. This gives four equations that allow the coefficients A, B, R,

and T to be computed recursively from the following expressions:

Det = (k + k0)2e−ikL − (k − k0)2eikL , (25)

A = 2k0(k + k0)e−ikL/Det , (26)

B = 2k0(k − k0)eikL/Det (27)

R = A+B − 1 , (28)

T =
(
AeikL +Be−ikL

)
e−ik0L . (29)

These coefficients can be computed for every angular frequency and with expression (22) gives the wavefield as a

function of position and frequency. A Fourier transform then gives the waveform in the time-domain.

5 A NUMERICAL EXAMPLE OF WAVEFORMS

In this section I show numerical examples of time-domain waveforms for the block potential. I use parameters that are

representative of a seismic experiment. The time-domain waveforms are discretized with a time interval dt = 0.01 s.

Each time series has N = 1024 samples and the background velocity is c0 = 1000 m/s. The potential is nonzero over

and interval L = 200 m.

Figure 2 shows the waveforms when Q = 0.001 m−2. A delta function is incident from the left. Since the time

series is discretized, the incident delta function is discretized as well. As the incident wave propagates through the

block potential from x = 0 m to x = 200 m the amplitude of the direct wave slowly decreases and a negative sidelobe

forms just after the direct wave. A weak reflected wave arrives at the lowest trace at around t = 0.2 s.

Figure 3 shows time-domain waveforms for Q = 0.01 m−2. Just like in the previous example a delta function

is incident from the left. Once this wave enters the potential at x = 0 m, it looses its character as a delta function
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Figure 3. Time-domain waveforms for the block potential for Q = 0.01 m−2. The incident wave is a delta function discretized

with the time interval dt = 0.01 s. The red bar gives the spatial extent of the block potential.

and the direct propagating wave is dispersive with high frequencies arriving before the lower frequencies arrive. A

pronounced low-frequency reflected wave is reflected from the left edge of the block potential at x = 0.

I first explain the dispersive character of the direct wave in the block potential. For a fixed angular frequency

ω the direct wave is given by exp(ikx − ωt). Inserting this in the plasma wave equation (1) gives within the block

potential where q(x) = Q the dispersion relation

k2 =
ω2

c20
−Q . (30)

The phase velocity follows the relation C = ω/k and the group velocity from U−1 = ∂k/∂ω, these velocities are given

by

C =
c0√

1− Qc20
ω2

, (31)

and

U = c0

√
1− Qc20

ω2
. (32)

For Q > 0, the group velocity increases with frequency so that the high frequency waves arrive before the low

frequency waves, this indeed happens in figure 3. For frequencies ω � Qc20 the dispersion is negligible. It follows from

the dispersion relation (30) that k2 is negative when ω < Qc20, which means that the wavefield is evanescent for these

angular frequencies. We define an critical angular frequency ω2
c = Qc20 that corresponds to a critical frequency

fc =

√
Qc0
2π

. (33)

The wavefield is propagating when f > fc and it is evanescent when f < fc. For f � fc the dispersion is negligible.

The concept of the critical frequency allows us to explain the quantitative difference in the waveforms in figures

2 and 3. For both figures a sampling interval dt = 0.01 s is used. This sampling interval implies that the discretized

waveforms only contain frequency components up to the Nyquist frequency (Oppenheim et al., 1998) that is given by

fN =
1

2dt
. (34)

For the used sampling interval, the Nyquist frequency in both waveforms is this equal to 50 Hz.

Table 1 gives the critical frequency and the Nyquist frequency for the two waveform examples. For figure 2 the

Nyquist frequency is 10 times as large as a the critical frequency. Most of the frequency components in the waveforms

thus are above the critical frequency and there is little dispersion. Note however, that the amplitude of the direct
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Table 1. The critical frequency fc and the Nyquist frequency fN for different values Q of the block potential.

Q = 0.001 m−2 Q = 0.01 m−2

fc 5 Hz 16 Hz
fN 50 Hz 50 Hz

wave decreases as the wave propagates through the block potential. This is due to frequency component f < fc that

are evanescent with the block potential.

As shown in table 1, in the example of figure 3 for Q = 0.01 m2, a third of the frequency components are below

the critical frequency (f < fc). The waves at these frequencies are evanescent, hence the amplitude of the transmitted

waves. In addition, since the critical frequency fc is only about 30% of the Nyquist frequency fN , the dispersion in

the direct wave in appreciable.

If the waves would have have infinite bandwidth, the time-domain waveforms would not be disturbed strongly

by the potential because most frequencies would be above the critical frequency fc. There would be little dispersion,

and only a small fraction of the frequency components would be evanescent. In that case the direct wave would be

well-described by a delta function with constant amplitude, as is the case in expression (18) that follows from the

asymptotic analysis of Burridge (1980). This asymptotic analysis corresponds to a high-frequency approximation.

But for discretized time series the frequencies are limited by the Nyquist frequency , f ≤ fN , and as shown in table 1

the critical frequency fc is in he numerical examples appreciable compared to the Nyquist frequency fN . This raises

the question to what extent the asymptotic analysis of section 2 is applicable to the waveforms in figures 2 and 3,

and to what extent the potential can be retrieved from expression (20).

6 RETRIEVING THE POTENTIAL FROM EXPRESSION (20)

We retrieve the potential from the waveforms in figure 2 using expression (20). In this calculation we used a space

discretization dx = c0dt = 10 m to ensure that the direct wave arrives at a grid point. The direct waves arrives at

time t = x/c0, hence the wavefield just after the direct wave arrives at the next discretized time t = x/c0 + dt, giving

the wavefield u(x, t = x/c0 + dt). Replacing the x-derivative by a finite difference derivative, the discretized form of

equation is given by

qest = − 2

c0

u(x+ dx, t = (x+ dx)/c0 + dt)− u(x, t = x/c0 + dt)

umax dtdx
. (35)

The factor dx in the denominator comes from the finite difference used to estimate the x-derivative in expression

(20). In the treatment of section 2 the incident wave is according to expression (18) is a delta function in time, hence∫
u0(x, t)dt =

∫
δ(t − x/c0)dt = 1. In the numerically computed wavefield in figure 2 the incident wave for x < 0

has a maximum amplitude umax at its peak. The integrated value of this incident wave is umaxdt, and I normalized

expression (35) with this factor to ensure that the wavefield is normalized in the same way as in the asymptotic

treatment of section 2.

The potential retrieved from the waveforms in figure 2 from expression (35) is shown by the black line in figure

4. The true potential, for Q = 0.001 m−2 is shown by the black line. The left flank of the potential is estimated

well, but for increasing values of x the estimated potential is smaller than the real potential. As argued before, for

frequencies f < fc the wavefield in evanescent in the block potential. In addition, part of the directed wave is reflected

off the left side of the block potential. The direct wave in expression (18) of the asymptotic treatment of section 2

ignored the reflection losses and reduction in amplitude due to evanescence. Yet the direct wave in figure 2 is reduced

in amplitude as it propagates through the block potential. This reduction in amplitude of the local direct wave also

causes a loss in amplitude in the wavefield just after the direct wave, and a as result expression (35) underestimates

the reconstructed potential.

The main flaw of the asymptotic treatment of section 2 is that the used asymptotic treatment implicitly invokes a

high-frequency approximation (f →∞). For discretized time series the frequency is limited by the Nyquist frequency

(f ≤ fN ), and therefore the asymptotic treatment may not be accurate for these discretized time series. This

deviation from the asymptotic treatment in section 2 is even more apparent for the waveforms in figure 3 for the case

Q = 0.01 m−2. In this case there is no clear direct wave that resembles the asymptotic direct wave of expression (18).
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Figure 4. Black line: the potential estimated by applying the expression (35) to the waves in figure 2. The true potential is

shown with blue line.

The dispersive direct wave in figure 3 does not resemble a delta function at all, and it is not possible to identify the

wavefield one sample after the arrival of this direct wave as used in the reconstruction equation (35). The recipe for

the reconstruction of the potential of Burridge (1980) is thus not applicable to this discretized time series.

7 ESTIMATING THE POTENTIAL FROM FULL WAVE SOLUTIONS

I next present an alternative method to estimate the potential from the wavefield obtained from solving inverse

scattering equations, such as the Marchenko equation. I assume that we have reconstructed the wavefield in the

interior of the potential. Instead of the estimating the potential from expression (20) that is based on asymptotics, I

suggest a simple alternative: insert the wavefield in the wave equation (1) and solve for the potential, this gives:

q(x) =
uxx(x, t)− c−2

0 utt(x, t)

u(x, t)
. (36)

For every location x this equation provides a constraint for every time t. This approach has two complications. The

resulting system is overdetermined, which can be remedied by solving the equations in the least-squares sense. As

shown in the example in figures 2 and 3, the wavefield is zero, or close to zero for many times t. For such times the

ratio in expression (36) is unstable.

These complications can both be handled by multiplying the wave equation (1) with u(x, t), integrating over

time, and solving for q(x), this gives

q(x) =

∫
u(x, t)uxx(x, t)dt− c−2

0

∫
u(x, t)utt(x, t)dt∫

u2(x, t)dt+ ε
. (37)

This is a single equation and is hence not overdetermined. The multiplication with u(x, t) down-weights the contribu-

tion of times when the wavefield is small. In principle one can use any time interval for expression (37). One could also

include a weight function in time integration. The integral
∫
u2(x, t)dt in the denominator is non-negative. For values

of x where this integral is small the solution can stabilized with the regularization parameter ε in the denominator.

In the numerical example in this section, I estimate the second space derivatives with the simplest centered

estimator fxx = (fi+1 − 2fi + fi−1)/(dx)2, and use a similar estimator for the second time derivative. Higher order

estimators can improve the accuracy at the expense of reducing spatial resolution. One cannot apply expression (37)

with this estimators to the waveforms in figures 2 and 3 because the delta functions in these waveforms are not

handled accurately by these estimators of the second derivative.

This complication can be avoided by convolving the waveforms with a wavelet that effectively applies a low-pass
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Figure 5. Time-domain waveforms for the block potential for Q = 0.001 m−2 after convolution with a Ricker wavelet that in

the frequency domain is given by equation (38) for fR = 5 Hz. The red bar gives the spatial extent of the block potential.

Figure 6. Black line: the potential estimated by applying the expression (37) to the filtered waves in figure 5 for Q = 0.001 m−2.
Blue line: the true potential.

filter to the waveforms. Figure 5 show the waves in figure 2 after convolution with a Ricker wavelet (Ricker, 1953).

This wavelet is in the frequency domain given by

W (f) =

(
f

fR

)2

exp
(
−(f/fR)2

)
. (38)

In this example I used the value fR = 5 Hz. Note that in contrast to the unfiltered data in figure 2, the filtered data

in figure 5 show strong reflected waves and reverberations in the block potential. This is due to the fact that the peak

frequency of the Ricker wavelet fR = 5 Hz is equal to the critical frequency, see table 1. The filtered waveforms are

the in the strong scattering regime, but since the estimator (37) is exact, at least for ε = 0, it does not matter when

the waves are weakly to strongly influenced by the potential.

The potential estimated by applying equation (37) to the filtered waveforms of figure 5 is shown by the blue
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Figure 7. Black line: the potential estimated by applying the expression (37) to the waves in figure 3 for Q = 0.01 m−2 after

convolution with the Ricker wavelet. Blue line: the true potential.

line in figure 6. The true potential is shown by the black line. In this section the regularization parameter ε is rather

arbitrarily set to 1% of the the maximum of
∫
u2(x, t)dt for all values of x. The potential is reconstructed well. The

edges of the block potential are not quite vertical, this is due to the used estimator for the second derivative with the

used spatial sampling dx = 10 m. The regularization causes the potential to be slightly underestimated. Without the

regularization (ε = 0) some weak oscillations show up for x ≈ −50 m.

Figure 7 show the estimated potential by applying the same procedure to the wave in figure 3 for the more

strongly scattering case Q = 0.01 m−2. Note that the potential is also reconstructed well, although the regularization

caused a more pronounced underestimation of the potential than in figure 6. Note that the potential is retrieved from

the dispersive waveforms in figure 3 that precluded estimating the potential from expression (20). In contrast, the

estimator (37) can be applied to waveforms of any complexity. For this example the frequency of the Ricker wavelet

(fR = 5 Hz) is significantly less than the critical frequency for this potential (fc = 16 Hz). The filtered data are thus

strongly scattered, but the estimated potential is retrieved quite well.

8 CONCLUSION

In practice, recorded waveforms are discretized in time. For a sampling time dt this limits the frequencies in the

digitized waveforms to frequencies less or equal than the Nyquist frequency f ≤ fN = 1/(2dt). The asymptotic

recovery of the potential proposed by Burridge (1980) implicitly involves a high-frequency limit f → ∞. I show

an example that the limitation of the frequency band to the Nyquist frequency may preclude the extraction of

the potential from discretized waveforms. Another way to view this inability is that the extraction of the potential

depends on the wavefield an infinitesimal time after the direct wave (Burridge, 1980; Faddeev, 1976). For discretized

waveforms one may not be able to evaluate the wavefield just after the direct wave because the shortest time interval

that can be resolved for discretized waveforms is the sampling time dt.

However, one can still use inverse scattering based on the Marchenko or the Gelfand-Levitan equations and

estimate the medium properties without using the asymptotics used in inverse scattering methods (Burridge, 1980).

One approach, which is used in seismic imaging, is to use the Marchenko equation to redatum recorded seismic

waves from the surface to upgoing and downing waves on a prescribed reference depth in the subsurface (Wapenaar

et al., 2013, 2014). Using multidimensional deconvolution, these upgoing and doing waves can be used to compute

the reflectivity of the subsurface under the redatuming level, and standard imaging can then be used to determine an

image of the subsurface below the redatuming level (Snieder et al., 2009; Wapenaar et al., 2011; van der Neut et al.,

2011).
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I propose an alternative method to extract the potential. The first step consists of using the Marchenko or the

Gelfand-Levitan equations to compute a wavefield in the interior of the medium using one of the methods described

by Burridge (1980). In principle one can determine the potential by inserting this wavefield into the plasma wave

equation (1) and solve for the potential q(x), see expression (36). This leads, however, to an overdetermined system

because for every location x one knows the wavefield of many times t. In addition, solving for the potential involves

division by u(x, t), which gives instabilities when the wavefield vanishes or is small compared to noise levels. I propose

to retrieve the wavefield from expression (37) obtained by multiplying the plasma wave equation (1) with u(x, t),

integrating over time, and solving the result for q(x). The numerical examples in the figures 6 and 7 show that

this leads to a stable estimation of the potential. This approach does not depend on a linearization between the

wavefield and the potential, as is used implicitly in the asymptotics used by Burridge (1980). In fact, in the examples

of figures 6 and 7, the wavefield is restricted to contain mostly frequencies less that 5 Hz, whereas according to table

1, the critical frequencies fc are equal to 5 Hz and 16 Hz, respectively. This means that the waveforms used for the

reconstruction of the potential in figures 6 and 7 is in the multiple scattering regime.

The fact that the potential has been estimated well in figures 6 and 7 does not mean that one can always estimate

the potential accurately. When the potential is so strong that waves are evanescent, one can still use the Marchenko

equation to determine the wavefield in the interior of the medium (Wapenaar et al., 2021), but when the waves are

damped to strongly that they are comparable to the numerical or experimental noise level, the extracted potentials

cannot be estimated in a stable way (Dorren et al., 1994; Dorren & Snieder, 1994).
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